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**ABSTRACT: The paper addresses *Model-Based Design Error Localization* in *C* designs. We consider a localization algorithm that is implemented with *Dynamic Slicing* and simulation using *C* code animation. The localization algorithm has been integrated into the FoREnSiC automated debugging system. Different ranking algorithms are compared and their ranking accuracy for Error Localization is measured by experimental results on the Siemens benchmark set. A new contribution of the paper is the observation that a simple error ranking metric that takes into account only information from failed sequences has the least average deviation from exact localization.**

1. Introduction

In simulation-based verification, a digital system (design) is viewed as a *“black box”*, as it uses inputs and compares outputs, entire design structure is irrelevant. If we want to debug this design, then it should be transformed into a *"white box"* structure, or, in other words, it should be parsed into a representation suitable for processing. *"White box"* representation of the design is stored in corresponding data structure, in the model. A suitable model for *Error Localization* and *Correction* should allow tracing its execution and allow application of any changes within its structure. Localization algorithms use the trace of the executed model to select erroneous candidates from total components of model, correction require full access to any part of investigated design’s model.

In this paper, implementation of the *Model-Based Error Localization* algorithm for *C* designs is presented. The algorithm has been integrated to the open source FoREnSiC[2] (FOrmal Repair ENvironment for SImple C) tool. The *FORENSIC* model has a flowchart-like structure that can be described as a special case of flowgraph: the *hammock graph* [4]. The tool includes a *Front-End* parser and a number of *Back-End Error Localization* and *Error Correction* algorithms’ implementations.

Similar to [10], different ranking algorithms are compared and their ranking accuracy for error localization is measured by experimental results on the Siemens benchmark set. However, a new contribution of the paper is the observation that a simple error ranking metric that takes into account only information from failed sequences has the least average deviation from exact localization.

The paper is organized as follows. Section 2 explains the model-based error localization algorithm. Section 3 presents the different rankings used in error localization. In Section 4, the efficiency of these rankings is compared on the benchmark circuits. Finally, conclusions are drawn.

1. Model-Based Error Localization

**2.1 Model Definition**

In order to perform design *Verification* and further *Error Localization* and *Correction* of design, a model that is a suitable representation for *Error Localization* and *Correction* of the processed design that represents design as a *“white-box*” structure, should be developed. In the *FORENSIC* tool [2], the model of the design is a special case of *flowgraph* [4], known as *hammock graph* [4]. *Hammock graph* is defined as follows.

*Definition 1*: *Hammock graph* is a structure *H=<N*, *E*, *n*0, *ne>*, where *N* is a set of nodes, *E* is a set of edges in *N*×*N*, *n*0 is *initial node* and *ne* is *end node*. If (*n*, *m*) is in *E* then *n* is an *immediate predecessor* of *m* and *m* is an *immediate successor* of *n*. A *path* from node *n*0to node *n*e is list of nodes *p*0, *p*1, ..., *pk* such that *p*0 = *n*0, *p*1 = *n*1, …, *p*k = *n*e, and for all *i*, 1 ≤ *i ≤ k –* 1, (*pi*, *pi*+1) is in *E*. There is a *path* from *n*0 to all other nodes in *N*. From all nodes of *N*, excluding *ne*, there is a *path* to *ne*.

In the *FORENSIC* tool, the C design is parsed into the flowgraph model using *gcc front-end* parser. Implemented model is designed with *Error Localization* and *Correction* in mind.

**2.2 Simulation Implementation**

*Error Localization* starts if the processed design fails its *Verification*, i.e. if output responses of the design do not match the reference responses in design’s specification. *Simulation-Based Verification* requires simulation of the design. It is a widely-used approach to ensure functional correctness of hardware (and software) designs [5]. It is done by co-simulating a design under verification with an independently created specification and checking conformance of their reactions [6]. *Simulation* is responsible for getting output responses from input stimuli of the processed design model. Error Localization itself requires simulation of the model also, and simulation is the most important and time-consuming component of it.

In the *FORENSIC* tool [2], simulation is implemented using *C* functionality, by compiled-code execution of an instrumented code of the C design. Following is advantages of using C language’s functionality for simulation of C design over simulation of the C design’s model.

In the case of simulation of the C model, all logical operators should be implemented and all values of variables activated during simulation should be stored somewhere during processing. Variable's types can be very different: pointers, arrays, compound data types and so on, and memory model of C programming language should be rewritten in order to store the values. Decision to use already existing C compiler's memory model is therefore reasonable. Additionally, implementation of operators would be duplication of C functionality.

On the other hand, when using C functionality, then model should be dumped into a C executable file, instrumented, executed, and output responses should be written into output. This allows getting any data during simulation process, and we do not lose any functionality, however getting benefits such as speed of execution, simplicity of approach and we do not get any programming errors while complicated C functionality is re-implemented. Also *Dynamic Slicing* described in Section 2.4 is implemented in the *FORENSIC* tool [2] based on *C* functionality.

Of course the same principles of design instrumentation can be applied if the design is written using any other programming language, C/C++/SystemC or JAVA as examples.

**2.3 Model-Based Error Localization**

During simulation of the model during the *Model-Based Error* *Localization* number of nodes from model are activated.

*Definition 2*: *Activated path Ps* of *hammock graph H=<N*, *E*, *n*0, *ne>* is the path, that consists of nodes *nj*∈*N* simulated during simulation with input stimulus *s*. Path *Ps* from node *n*0 to node *n*e is a list {*n*0, *n*1, ..., *nk-1*}, such that for all *j*, 0 ≤ *j ≤ k –* 2, (*nj*, *nj*+1) is in *E*.

*Definition 3*: *Activated nodes Na* ⊂ *N* during simulation with input stimulus *s* in the set of input stimuli *S* arenodes, that belong to the activated path *Ps* from node *n0* to node *ne*.

*Algorithm 1:* *Model-Based Error Localization*. Model is simulated with input stimuli *S* and for each input stimulus *s*∈*S* output responses of simulation are compared with reference responses of the specification. If the comparison, i.e. *Verification* fails, then corresponding *activated nodes Na* have the *failed* counter increased, otherwise nodes have the *passed* counter increased. After simulation with all input stimuli *S* ranking algorithms are applied to counters, and finally nodes for all simulations with input stimuli *S* are sorted according to their *rank*. Nodes with high ranks are *Candidates for Correction* and stored in corresponding data structure.

Additional algorithm can be applied to increase *Error Localization* accuracy – *Dynamic Slicing* to *Activated Node*s for every simulation with input stimulus *s*∈*S*. In the next subsection, *Dynamic Slicing* will be described in details.

**2.4 Dynamic Slicing for Error Localization**

*Dynamic Slicing* is a technique that is applied to *Activated Nodes* *Na* obtained during *Model-Based Error Localisation* simulation and allows reducing number of *Candidates for Correction*. The idea behind *Dynamic Slicing* is the following: some amount of candidates (nodes) are activated during *Model-Based Error Localisation’s* simulation, but do not have any influence on simulation output. Those are usually constant declarations, assignments inside code and etc. *Dynamic Slicing* allows discarding those statements.

*Definition 4*: *Dynamic Slice Nd* of a *hammock graph* *H=<N*, *E*, *n*0, *ne>* includes nodes that are in activated nodes *Na* that have influence on simulation output.Those nodes, that are *not in slice*, i.e. *Na* \ *Nd* can be removed from *Activated Path* of simulation with input stimulus *s* because they have no effect on simulation output.

In order to find nodes of model’s *hammock graph* that are not in slice we need to introduce the following definitions — defined *DEF(n)* and referenced *REF(n)* variables in node *n* (class FlowChartNode in *FORENSIC* implementation [2]).

*Definition 5*: Let *V* be the set of variables, that exists in design’s model represented by a *hammock graph* *H=<N*, *E*, *n*0, *ne>.* Then for every node *n*∈*N*, two sets can be defined, each of them is in V: *REF(n) –* set of variables, whose values are used in *n*, and *DEF(n)* – set of variables, whose values are changed or defined in *n* [3].

*Algorithm 2:* *Dynamic Slicing*. *Dynamic Slicing* algorithm uses *Activated Nodes* *Na* obtained during simulation, global referenced variables *gREF* are calculated at the moment of processing of every component *n* that is in *Nа.* Execution of algorithm goes from end activated node *ne* to initial activated node *n0*, backtracing is performed. At the beginning of processing *gREF =∅.*

If *n* contains a *С* function or condition (ConditionNode), then used variables *REF(n)* in *n* are added to the set of global referenced variables: *gREF = gREF ∪ REF(n)*. *Output* *Observation Points*, that output data during simulation, can be last executed components during *Model-Based Error Localization* simulation and variables, that are outputted by *Output Observation Points* are initially stored in the set of global referenced variables *gREF*. Observation Points are implemented using *assert(...)* or special *FORENSIC\_...()* functions.

If node *n* contains an assignment, then referenced variables *REF(n)* in the assignment are added onto the set of global referenced variables if and only if defined variables *DEF(n)* are already in the set of global referenced variables *gREF*, otherwise component is not in the slice and has no influence on the simulation result. Defined variables *DEF(n)* are removed from the list of global referenced variables, as they are redefined: if *DEF(n) ∈ gREF* then *gREF = (gREF* \ *DEF(n)) ∪ REF(n)*, otherwise *gREF = gREF* \ *DEF(n)* and *n* is *not in the slice*.

Components that are *not in the slice* can be removed from *Activated Path* without changing the simulation output.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Design | Activated Operators *n*∈*Na* | *DEF(n)* | *REF(n)* | *gREF* | Line # |
| int a, b, c; | int a, b, c; |  |  |  | 1 |
| a=0; | a=0; | a |  |  | 2 |
| b=a+1; | b=a+1; | b | a | a | 3 |
| c=a+b; | c=a+b; | c | a, b | a, b | 4 |
| if (c>0) { | if (c>0) |  | c | b, c | 5 |
| **a=0;** | **a=0;** | **a** |  | **b, c** | **6** |
| a=b+c; | a=b+c; | a | b, c | b, c | 7 |
| } else { |  |  |  |  | 8 |
| a=b-c; |  |  |  |  | 9 |
| } |  |  |  |  | 10 |
| assert(a==1); | assert(a==1); |  | a | a | 11 |

*Figure 1. Example of Dynamic Slicing execution, Assignment at Line 6 is not in slice.*

Depending of processed design’s nature, *Dynamic Slicing* can have high influence. Number of assignments can be made at the initializing part of design, those are usually constants, arrays, and so on, and not all of initialized values are used during simulation. Corresponding assignments will be discarded, as they will be not in slice. In actual implementation of *Dynamic Slicing* in *FORENSIC* tool [2], unique *C* variable addresses are used instead of variable names, that are shown at *Figure 1*, that were possible to implement only because of *C* functionality were used for simulation of model.

**3 Ranking for Error Localization**

Rankings are applied to model’s *Activated Nodes* during *Model-Based Error Localization*; this allows extracting *Candidates for Correction*. Ranking equations and comparison of rankings using Siemens Designs [9] were studied in [10]. However, a new contribution of the paper is the observation that a simple error ranking metric that takes into account only information from failed sequences has the least average deviation from exact localization. The goal of this work was not to correct errors as in [11], but to compare coefficients for ranking algorithms.

Coefficients studied in this paper are taken from diagnosis/automated debugging tools Pinpoint[1], Tarantula[11], and AMPLE (Analyzing Method Patterns to Locate Errors)[8], and from molecular biology domain (Ochiai coefficient)[10].

A program spectrum [12] is collected in [10] of processed designs. Based on obtained spectra, that is *activated nodes* and *passed* and *failed* information in terminology introduced above, binary matrix *M x N* is built: *M* simulations of design of *N* blocks length[10].

Spectra can be presented as:

|  |  |
| --- | --- |
|  |  |

Every component of spectra *xij* has value 1 if it were activated and 0 if it were not activated during simulation. Values *ej* have error detection values information, have value 1 if simulation were *failed* and 0 if corresponding simulation were *passed*. Using notation of [7], four counters can be introduced:

|  |  |  |  |
| --- | --- | --- | --- |
|  | values: | | (2.5) |
| counter: | *xij* | *ej* |
| *a11* | 1 | 1 |
| *a10* | 1 | 0 |
| *a01* | 0 | 1 |
| *a00* | 0 | 0 |

Using counters similarity coefficients were calculated. Corresponding ranking algorithms using terminology introduced above were derived. Comparison of ranking definitions is in *Table 1* below.

*Table 1*. *Comparison of ranking algorithms for FORENSIC Simulation-Based Back-End with experiments in [10].*

|  |  |
| --- | --- |
| [10] similarity coefficients *sj* | FORENSIC tool ranking |
| **Tarantula tool ranking[11]** | |
|  |  |
| **Jaccard coefficient used in Pinpoint framework [10][1]** | |
|  |  |
| **Ochiai coefficient, used in molecular biology[10]** | |
|  |  |
| **AMPLE tool ranking[10]** | |
|  |  |
| ***simple* ranking introduced in current article** | |
|  |  |
| Counters *aij* are defined in (2.5) | where *rank* of *Activated Node* *n* with simulation with all inputs *S* is calculated using *passed(n)* – times passed for node *n*, *failed(n)* – times failed for node *n*, *totalpassed* – total times passed for all inputs and *totalfailed* – total times failed for all inputs. |

1. Experimental Results

*Model-Based Error Localization* accuracy experiments for various rankings were performed using *FORENSIC* tool [2]. The results are presented in *Table 3*, where the percentage of correction mutations required to apply in order to make correction with corresponding *Error Localization* ranking is used as the metric of accuracy. In article [10] similar experiments are described, but percentage of statements to be inspected to reach error location in design were used as meter of accuracy, results are in *Table 2*. Siemens Designs [9] were used as input designs in both experiments.

*Table 2. Error localization accuracy using similarity coefficients in [10] – mean percentage of statements to be inspected to reach an error.*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Tarantula | Jaccard | Ochiai | AMPLE |
| print tokens | 10.5 | 7.3 | 1.0 | 2.0 |
| print tokens2 | 20.0 | 17.5 | 13.9 | 16.4 |
| replace | 12.2 | 11.6 | 7.6 | 12.7 |
| schedule | 3.0 | 2.9 | 1.6 | 11.3 |
| schedule2 | 31.3 | 31.1 | 25.1 | 34.7 |
| tcas | 8.8 | 8.8 | 7.9 | 9.8 |
| tot info | 11.0 | 9.6 | 7.1 | 13.2 |

*Table 3. Error localization accuracy using rankings in FORENSIC[2] – mean percentage of mutations required to be applied to correct an error.*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Simple | Tarantula | Jaccard | Ochiai | AMPLE |
| print tokens | 17.46 | 62.97 | 60.42 | 19.84 | 23.59 |
| print tokens2 | 27.73 | 16.08 | 13.69 | 2.84 | 4.65 |
| replace | 20.15 | 4.13 | 4.02 | 6.05 | 6.3 |
| schedule | 21.19 | 8.76 | 8.47 | 2.61 | 6.05 |
| schedule2 | 22.21 | 53.65 | 55.41 | 50.51 | 62.86 |
| tcas | 6.35 | 9.17 | 8.89 | 6.01 | 8.16 |
| tot info | 16.23 | 11.36 | 10.42 | 7.53 | 11.21 |
| Std. Deviation | 6.61 | 24.04 | 24.03 | 17.27 | 20.99 |

Standard deviation of results, obtained with *FORENSIC*[14] tool is presented in *Table 3*.

1. Conclusions

In the article *Error Localization* algorithm is described that is implemented with *Dynamic Slicing* and simulation using *C* code simulation. The localization algorithm has been integrated into the FoREnSiC automated debugging system. Different ranking algorithms were compared and their ranking accuracy for Error Localization was measured by experiments on the Siemens benchmark set. A new contribution of the paper was the observation that a simple error ranking metric that takes into account only information from failed sequences has the least average deviation from exact localization.

Experiments presented in this work show that the *Simple* ranking for *Model-Based Error Localization* is more stable than other rankings introduced in [10], as it has lowest standard deviation of results – 6.61, that is 2.5 times less than second minor standard deviation of results, obtained using Ochiai ranking for *Error Localization*.

*Simple* ranking is best *when one error* is present in processed design, as in this case every failed simulation of design will include erroneous component, and it will have highest ranking. However, other rankings may become necessary if *multiple* errors are present simultaneously. Our future work is focused on studying error localization for multiple design errors.
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