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FHE: Past, Present and Future
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Past
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Homomorphic Encryption
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Computing on Encrypted Data

Alice

Server 
(Cloud)

(Input: data x, key k)

Want to use cloud computing.
But want to keep my data secret.

E[k,f(x)]

E(k,x) 

function f

f(x)

Run
Eval[ f, E(k,x) ]

=  E[k,f(x)]

The magical 
algorithm! 

This could be 
encrypted too.

Alice’s data is secret, 
even if cloud is breached.

Encrypted
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Early days of lattice-based crypto: Good for cryptanalysts!

• LLL Algorithm (1982): Finds a 2n

approximation of the shortest nonzero 
vector in an n-dim lattice in poly(n) time

• Used to break many knapsack-based 
cryptosystems
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Early days of lattice-based crypto: Good for cryptanalysts!
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Pairing-based crypto: Good for constructions!

• Boneh, Franklin (2001): 
Identity-based encryption 
(IBE), and pairing-based crypto

• But Boneh, Silverberg on 
multilinear maps (2003): 

“We also give evidence that 
such maps might have to 
either come from outside the 
realm of algebraic geometry, 
or occur as ‘unnatural’ 
computable maps arising from 
geometry.”

Alice Silverberg and Dan Boneh
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Lattice-based cryptography grows up

NTRU: Hoffstein, Pipher, Silverman

Ajtai, Dwork

Regev



fhe.org 2024Craig Gentry, TripleBlind

A new mission, should you choose to accept it

Instant PhD for anyone that solves it!
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IBE or not IBE

• Including IBE from lattices 
(LWE) [GPV08]

Vaikuntanathan Peikert

Stanford 
Plan B Thesis

IBE Schemes 
Galore!
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Rediscovering one’s ideals

FHE from lattices?

Add lattice vectors

Multiply lattice vectors

Ideal lattices!

Levieil-Naccache Cohen Van Dijk
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Bootstrapping by evaluating oneself
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Walk through the Eval of the shadow of Dec

Must reduce the depth of 
this decryption circuit… ugh!

Good enough!
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A divine intervention
STOC 2009 

Program Committee

Shafi is my shepherd,
I shall not want
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A return home to an unfamiliar place

At Dagstuhl That the thing with 
recursion: At the end of 
it, you don’t understand 

what you’ve done.

Where’s the 
beef?
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The ideal becomes real

• I was unsure that it all worked 
until Shai Halevi implemented it

• I was unsure it was all secure until 
Zvika and Vinod based FHE on LWE
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Reality check
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FHE: The Next Generation (BGV, BFV, GHS)

SIMD ops over 1000+ slots

Rotation ops to align slots

Only polylog overhead!

How a theoretician thinks:
t * poly(λ) is “efficient”

t * polylog(λ) is AWESOME and 
must be PRACTICAL!
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Speed of Computing on Encrypted Data
on IBM’s HElib Platform (1st to 2nd Gens)

2010 2011 2012 2013 2014

Estimated amortized time
for computing a single bit
operation on encrypted data

Moore’s law

But this is for low depth (e.g., 10) 
circuits. No bootstrapping here! 
Avoids bootstrapping like the plague.
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3rd Generation FHE (FHEW, TFHE)

Bootstrapping is faster!

Bootstrapping is programmable!

Stronger security!

But ciphertext packing 
not natively supported
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4th Generation FHE (CKKS)

1st and 2nd Gens: mod-p 
numbers, arithmetic circuits

3rd Gen: bits, Boolean circuits

4th Gen: real (or complex) numbers, 
approximate (floating pt) arithmetic 
(as in neural networks)

Bootstrapping slow, but fastest when 
amortized over all plaintext slots
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Chimeric FHE 
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Some lessons learned from the Past

• Be skeptical of an unproven consensus that something is impossible:
• “Lattice-based cryptography cannot be secure”
• “FHE is impossible”
• “Lattice-based cryptography is post-quantum secure”

• Yilei Chen’s recent proposed quantum attack showed that we don’t fully believe this.
• “P ≠ NP”?

• Don’t overfit on the poor performance of early schemes
• People still mention FHE overhead of a “trillion”, though now it is in the thousands
• Lesson here about AI?

• Never underestimate the gap between theory and practice
• Sometimes only linear is truly practical. Sometimes not even that!
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Present
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FHE is maturing …
FHE Libraries FHE Toolkits

Source: github.com/jonaschn/awesome-he 
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FHE is maturing …
Communities and Standards
• fhe.org: conferences, meetups, resources around FHE
• homomorphicencryption.org: consortium of government and industry 

focused on standardizing FHE
• Open-source projects: OpenFHE, Palisade, Concrete, …
• iDash: hosts challenges designed to benchmark and accelerate HE for 

biomedical applications

Government Projects
• DPrive (DARPA): Hardware acceleration of FHE, 70M over 4 years
• NIST and EU (Prometheus) standardization of post-quantum crypto
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FHE is maturing …

Some traction in blockchain?
• Zama: fheVM for confidential smart contracts
• Blyss: FHE (private information retrieval) to query the blockchain 

without enabling front-running

Small AI models, toward LLMs
• Zama estimates several orders of magnitude in cost reduction needed 

for FHE evaluation of LLMs to be reasonable: Making ChatGPT 
Encrypted End-to-end (zama.ai)

• Most of it to come from hardware acceleration
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… But FHE is not yet mature

Wiz
• Visibility: “Single pane of 

glass” for security issues 
across cloud environments

• Compliance: Automates 
compliance checks / alerts

• Integration: Fits into 
existing workflows 
seamlessly, including 
development workflows

Cryptography Products
• Visibility: Privacy happens 

“in the background”, data is 
hidden, EDA and 
troubleshooting are hard

• Compliance: Deploying 
crypto on sensitive data 
also introduces risks (TPRM)

• Integration: Big visible 
changes to how sensitive 
data is handled.

• Visibility: Can see
tokenized de-ID records

• Compliance: HIPAA 
expert opinion + user 
agreement prohibiting 
misuse of de-ID’d data

• Integration: Tokens and 
de-ID’d records allow 
researchers to “follow 
patient journey” and see 
patterns

Datavant
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… But FHE is not yet mature

• KISS: Market for simple security / privacy solutions
(tokenization, de-identification, federated learning, secure hardware)                                     

>> Market for advanced crypto solutions

• Exhaustive RAND report on securing weights of frontier models: 
Highlights confidential compute, HSMs, and supply chain security, 
but not FHE/SMPC, virtual HSM, or cryptographic proofs. 
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Sweet Spots for FHE? Blockchain and PIR
DB {0,1}N

Key k, index i N

Retrieve DB[i] 
without revealing i

Private Information Retrieval 
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Old PIR was slow
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Lattice-based PIR is fast
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And faster…
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And faster…
PIR over basically all of 
Wikipedia in a second!

See Samir Menon’s fhe.org talk.
• Why PIR? No PKI, single-party 

product, privacy on day 1, low 
overhead for an HE app

• Apps: Wikipedia, private block 
explorers, private malware scan, …

• Real-world challenges: messy data, 
explainability of solution

But Samir’s startup Blyss now 
does enclaves for AI. 
Draw your own conclusions!
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Future
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The Future of FHE

• FHE Hardware Acceleration: 
• Big boost from AI hardware, as issues are similar

• Cryptographic proofs of correct FHE Evaluation
• Needed for FHE security and building secure AI / model ecosystem

• FHE for RAM computation
• In the Past, I foolishly claimed it was impossible. Now it exists!
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Brief Observation on Hardware Acceleration
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FHE for RAM Computations
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Private Google Queries: Possible?

Retrieve Google(q) 
without revealing q

Unproven claim: This is inherently impractical!
• FHE is in the circuit model. Google would have to take entire Internet as input for each query!
• In the real world, Google must pre-process the Internet into a data structure (inverted indices 

etc.) and use RAM computation to make Internet search practical.

Key k, query q

Enc(k, q)

Enc(k, Google(q))
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FHE for RAM Computation is Possible
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Constructing RAM-FHE

CPU CPU CPU CPU…
input outputstate1 state2
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Constructing RAM-FHE

CPU CPU CPU CPU…
input outputstate1 state2

• FHE can evaluate each RAM step, encrypted
• But what about the random access from i to M[i]?

• Private Information Retrieval! But that has complexity |M|…
• We need RAM-PIR!



fhe.org 2024Craig Gentry, TripleBlind

RAM-PIR: Possible?
DB {0,1}N

Key k, index i N

Retrieve DB[i] 
without revealing i

Unproven Claim: 
Server computation is inherently Ω(N).

“Evidence”: If server did not “read” 
whole DB to answer query, it would 
know unread part is irrelevant. 



fhe.org 2024Craig Gentry, TripleBlind

RAM-PIR Strategy

DB {0,1}N

Preprocess

DB’

Preprocess one time, 
for all clients.

Preprocessing may 
cause expansion.
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RAM-PIR Strategy

Retrieve DB[i] 
without revealing i

After preprocessing, query complexity 
and response complexity are both low 
(ideally polylog(N)).

DB’

Key k, index i N
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A Useful Tool? RAM Polynomial Evaluation

• Let p(x1, …, xm) be a poly of individual degree < d, hence N = dm monomials. 
• How fast can we evaluate p(x1, …, xm) mod q for any x in {1, …, q}m?

• No preprocessing of p’s coefficients: In general, Ω(N) time just to “read” p.
• Preprocessing: 

• Duh! – Just compute and store p(x1, …, xm) for all (x1, …, xm) in {1, …, q}m. 
• So, for about qm preprocessing time, you get random access evaluations!

• BUT: What if q is huge – e.g., q ≈ 2N?
• If q is smooth – i.e., q = q1 · q2 · … · qt for small qi’s that are at most d – just use CRT.
• BUT: What if q is not smooth?

Kedlaya-Umans ’08:  Let R be a ring of cardinality q – e.g., Rt = Zt[y]/(f(y)). Let p(x1, …, xm) 
R[x1, …, xm] be a polynomial of individual degree d. Let N = dm. For any ɛ > 0, for any 
sufficiently large N, one can preprocess p into a data structure of size at most N1+ɛ log1+o(1) q 
that allows random access evaluation of p(α) for any α Rm in time polylog(N) log 1+o(1) q.



fhe.org 2024Craig Gentry, TripleBlind

RAM-PIR from RAM Polynomial Evaluation

DB {0,1}N

pDB(x1, …, xm) of ind. degree d 
with pDB[i1, …, im] = DB[i1, …, im] 
over our HE’s plaintext ring.

DB’

DB’ is pDB’s data structure for 
our HE’s ciphertext ring. 

Key k, index i N as (i1, …., im)

Retrieve DB[i] 
without revealing i

{cj = Enc(k, ij)}

c = Eval(pDB, c1, …, cm)

THE TRICK! Use old-timey algebraic SHE where 
Eval(pDB, c1, …, cm) equals pDB(c1, …, cm) !!

Noise growth: Exp in total degree dm (smallish)

c = Enc(k, DB[i])
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RAM-FHE: Putting it all together

CPU CPU CPU CPU…
input outputstate1 state2

FHE eval

Algebraic SHE eval

ASHE RAM-eval 
of 

Conversion 
to ASHE

Conversion 
to FHE
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RAM-FHE Loose Ends

• Aspects I didn’t cover:
• How Lin-Mook-Wichs handle memory updates
• How exactly Kedlaya-Umans does RAM polynomial evaluation

• Open Questions:
• Base security on LWE rather than RLWE
• Improve efficiency
• Other crypto applications of Kedlaya-Umans: 

• Polynomial commitment schemes used in SNARKs 
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Thank you!


