Highlights of Proposed Model

Functional Modules and Dataset Description

The dataset comprises a total of 673 histopathologic images

Performance of Machine Learning Models
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& Performance Analy5|s = Deep learning models failed to match the accuracy of the

= These features are fed into various machine learning
models to perform staging.

machine learning models which used the features

The following bar chart shows a comparative study between feeding images directly to Neural Networks and our proposed model computed from the the given pipeline.

involving relevant extracted features = A comparative Study was conducted to gather the

importance of certain features extracted such as moments
of a given image

Performance metrics of Deep Learning
Models
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* |Inclusion of the moments decreased the performance of
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