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Project Description

Our project goal is to analyze a dataset that focuses on movie statistics and determine
how certain factors affect each other. The features of a movie that we would like to focus on
especially is score, votes, gross, and budget. We want to perform exploratory data analysis to
better understand and capture interesting information about our dataset. We also want to perform
KNN Regression to make predictions of a movie’s features using other features of the movie.

Data

For data collection, we used the ‘movies.csv’ file found in a git repository
(https://github.com/danielgrijalva/movie-stats/blob/master/movies.csv).

We cleaned the dataset by dropping any unnecessary columns and removing any null
rows. The columns we decided to keep are genre, score, votes, budget, and gross. We also
replaced the data in the ‘genre’ column with numerical values.

Description of each of the columns that we will be using for analysis:
● genre: main genre of the movie
● score: IMDb user rating
● votes: number of user votes
● budget: the budget of a movie
● gross: revenue of the movie

https://github.com/danielgrijalva/movie-stats/blob/master/movies.csv


We then used Min-Max Normalization for our preprocessing, except for the ‘genre’
column. For this, we had to drop the ‘genre’ column first, then perform the normalization on the
other columns, and then add the ‘genre’ column back so that it would not be affected by the
calculations.

EDA

For Exploratory Data Analysis, we explored and analyzed the relationships between
features that we need. We used pie charts, bar graphs, histogram, scatter plots, and boxplot using
matplotlib.pyplot library to create our visualizations. To start off, we took a look at the frequency
of genres, frequency of movie budget, and frequency of gross.

The frequency of genres, in both pie and bar chart below, we see that comedy is the most
frequent in three decades of movie statistics data. With Action coming in a close second.



For the gross of movies, the frequency of each gross range, it is skewed right with the
approximate bin size of 0.1 to 0.3, where the most common movie gross is between $100 million
to $300 million.

For the budget of movies, and looking at the frequency of each budget range, it is also
skewed right, similar to frequency of each gross range, and the approximate bin size is 0.2 to 0.4,
where the most common movie gross is between $20 million to $40 million.



The frequency of movie scores, we see that the majority of the score range lies within 5
to 7 and that the data is skewed fairly to the left.

Using scatter plots to observe the relationship between score and gross, as well as with
score and budget, and score and votes. Looking at score and gross, it’s a strong, positive
relationship that has about 5 outliers for movies that have high scores and high gross.



Looking at score and votes, which have a moderately strong, positive, linear relationship
with few outliers that are not too far away from the cluster.



Looking at score and budget, we can see that the cluster is in the score range of 4 to 8
with a small budget. We see that there is a moderate relationship between score and budget.

Using a boxplot, we explored the minimum, maximum, median, and also had outliers for
each movie genre. We can see that the average score for each genre is within the range of 6 to 7.



To determine which features are most similar, we looked at a pairplot using the seaborn
library to see the relationships between each pair of features that we are using. We saw that
budget and gross, score and votes, score and budget, score and gross have a close relationship
with each other, seeing that the histogram is equally distributed with score and moderately strong
relationship with budget and gross. Scores and votes have a strong, linear relationship.

Technique - KNN Regression

In this project, we decided to use KNN regression to build our machine learning models.
KNN regression functions by taking the k nearest values of a test variable and computing the
average of these values. We use this technique to predict the score of a movie based on a variety
of factors such as the gross and budget. We also used KNN regression to predict the gross of a
movie using the budget of a movie as a feature.

One tool we used was sklearn which is a machine learning library in python. We used the
train_test_split function to split the data between train and test data with a size of 0.30 meaning
that 30% of the data is used as test data. We chose this number because a 70:30 ratio is generally
good when splitting training and testing data. To create our model, we used the



KNeighborsRegressor class from sklearn. We included a column with “error” which is the actual
value minus the predicted value. We also performed the mean squared error test on each model to
analyze their accuracy.

The first KNN Regression calculation was for k = 5, where the model takes the average
of its 5 nearest neighbors (i.e. movies) to make the prediction. In this model, we focused on
predicting the score from gross and budget.

(Normalized) (Original Values)

For the same prediction, we then focused on k = 7.

(Independent Variables) (Score Predicted)



We wanted to find the best k value for our dataset that gives us the minimum error
possible. Starting with k = 5 for our first regression model, we used gross and budget as our
training dataset to predict the score for a given movie, we saw it gave a mean squared error of
0.0185. In a second attempt with KNN regression using k=7, we saw it gave a mean squared
error of 0.0165 which is a smaller error loss than k=5. The more neighbors to the training set for
gross and budget, the smaller the error loss would be when predicting score. However, since we
found that the accuracy did not make a huge difference when increasing the k from 7, we found
that 7 was a good approximation for the number of nearest neighbors.

(Actual Score) (Score Predicted)

From our previous k values, we saw that with k=7, it gave a smaller error so we used that
for the following KNN regressions.

For our next KNN calculation, we focused on predicting the score based on gross being
an independent variable. After getting our KNN model with k=7, we needed to check our



model’s prediction accuracy. We saw the mean squared error for gross and predicted score to be
0.0178. Looking above at our tables, we can see that the score predicted and actual score are
fairly good, except for a few outliers like the predicted score and actual score for “House of the
Dead”.

(Actual Score & Budget) (Predicted Score & Budget)

The next KNN regression calculation we performed was to predict the score based on the
movie’s budget, which was the independent variable here. We performed the mean squared error
calculation as well and found it to be 0.01761 which means it’s close to 0 so it’s very accurate.
Following the calculations, we also created a plot as shown above. The blue plots represent the
budget vs actual score, while the red plots represent budget vs predicted score. Based on how
similar the red and blue plots are to each other, just by looking at it, we can say that the
prediction is very accurate as well. With the mean squared error value as well, we can determine
that overall this model is accurate in predicting the scores based on a movie’s budget.



(Actual Gross & Budget) (Predicted Gross & Budget)

The last KNN regression calculation we performed uses budget as the independent
variable and predicts the gross of movies. In the plot above, the blue represents the actual gross
against budget while the red represents the predicted gross against budget. From just looking at
it, we can see that the predictions do fairly well and follow the general trend of the actual gross
of movies given the budget. However, we wanted an actual value that could tell us about our
model’s accuracy. We performed mean squared error as a way to get some sort of account for
accuracy. For this model, we got a mean squared error value of 0.0022 which we believe to be a
good as it is close to 0. By comparing the actual and predicted values by eye, looking at the plot,
and examining the mean squared error value, we believe this model’s accuracy is fairly good.

Conclusion

The goal of this project is to analyze the characteristics of a movie such as the budget,
score, and genre in order to predict another characteristic. Before building our machine learning
models, we used the Min-Max normalization technique to prepare our data for analyses. We did
this to ensure that the variables with values of high magnitude would not affect the variables with



values of much smaller magnitudes during the training of our models. We used KNN regression
to form predictions and calculated mean squared errors to assess the accuracy of our predictions.

Based on our results from the KNN Regression, we found that using two features, the
gross and the budget, were the best in predicting the score of a movie. This is because it resulted
in having the smallest mean squared error compared to the other two models we built in the
prediction of the scores (using either gross or budget to predict a movie’s score). Not only did we
build models to predict a movie score, we also built a KNN Regression model to predict the
gross of a movie using the budget as its feature. We found that the accuracy of this model was
quite high when predicting the movie’s gross given a budget as its input. For instance, when the
model was given the budget of $175000000.00 for the movie “Troy” as test input, it predicted
that the gross would be $472716100.00 which is quite close to its actual gross of $497409852.00.
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Sources

● https://www.datatechnotes.com/2019/04/regression-example-with-k-nearest.html
● https://www.kaggle.com/code/hamzatanc/k-nearest-neighbors-regression
● https://github.com/danielgrijalva/movie-stats
● https://www.datacamp.com/tutorial/understanding-logistic-regression-python

https://www.datatechnotes.com/2019/04/regression-example-with-k-nearest.html
https://www.kaggle.com/code/hamzatanc/k-nearest-neighbors-regression
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