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Figure 4: Recalllos loU overlap ratio on the PASCAL VOC 2007 test set)

able 10 One-Stage Detection| v Two-Stage Proposal + Detection] Detection results are on the PASCAL

OC 2007 test set using the ZF model and Fast R-CNN. RPN uses unshared features.]

[ _proposals| | Hetector] [ mAP (")
wo-Stage RPN + ZF, unshared] BO | Fast R-CNN + ZF, 1 scale ha.7]
Lne-Stagel dense, 3 scales, 3 aspect ratios|  ROOD0 ‘ast R-CNN + ZF, 1 scale ks
[Pne-Stagel | Hense, 3 scales, 3 aspect ratios|  PO000] | Fast B-CNN + ZF, 5 scales £3.9)

One-Stage D‘Elecﬁun[ I?SI Two-5tage Proposal + De

pegion proposals with sliding windows leads lnT—FH:

tection The OverFeat paper [9] proposes a detection|

Hegradation in both papers. We also note that thé-ehe

imethod that uses regressors and classifiers on slidin

ttage system is slower as it has considerably morg

windows over convolutional feature maps. OverFeal

roposals to process|

5 almu'-a'!:i!lgtﬂ L‘.i'n:is-ﬁpc[‘:'ﬁr_'[delecl‘iim Pipf‘.li!‘lii", and ours

s al frvo-stage cascnde] consisting: of class-agnostic prod
-

osals and class-specific detections. In Overleat, the

region-wise features come from a shding window o

prne aspect ratio over a scale pyramid. These features

pre used to simultaneously determine the location an

rategory of objects. In RPN, the features are from|

square (3{«B) sliding windows and predict proposalg

B.2] Experiments on MS COCO|

e present more results on the Microsoft COCO
bhiect detection dataset [12]. This dataset involves 80}
bbject categories. We experiment with the 80k images
bn the training set, 40k images on the validation set)
pnd 20k images on the test-dev set. We evaluate the

relative tblanchors with ditferent scales and aspect

ratios. Though both methods use sliding windows, the

region proposal task is only the first stage of Faster R4

CMNM—the downstream Fast R-CNN ::l(.-h:-z:tur[ attendd

to the proposals to refine them. In the second stage o

pur cascade, the region-wise features are adaptively]

ooled [1], [2] from proposal boxes that more Faith{

tully cover the features of the regions. We believd

these features lead to more accurate detections.|

I'I'n compare the one-stage and two-stage systems,

AP averaged for loU[E][0]F : TIPS : 05 ]| (COCO'S
ttandard metric, simplye—tenoted as mAP@&[.5, .95])
pnd mAP@0.5 (PASCAL VOC's metric) ]
[There are a few minor changes of our system macde
for this dataset. We train our models on an 5-GP
mplementation, and the effective mini-batch size be
romes 8 for RPN (1 per GPU) and 16 for Fast R-CNMN
2 per GPU). The RPN step and Fast R-CNN step arg
poth trained for 240k iterations with a learning rate
pf 0.003 and then for 80k iterations with 0.0003. We

pwelemulate|the OverFeat system (and thus also circum

went other differences of implementation details) by

Inodify the learning rates (starting with 0.003 instea
pf 0.001) because the mini-batch size is changed. Fon

piie-stagel Fast R-CNN. In this system, the “proposals’

the anchors, we use 3 aspect ratios and 4 scales

bre dense sliding windows of 3 scales (128, 256, 512}

and 3 aspect ratios (1:1, 1.2, 2:1). Fast R-CNN ig

|adding] 635), mainly motivated by handling small
bbjects on this dataset. In addition, in our Fast R-CN

trained to predict class-specitic scores and regress boy

Etep, the negative samples are defined as those with

ocations trom these sliding windows. Because thg

ODverFeat system adopts an image pyramid, we alsof

n maximum lol with ground truth in the interval o
MO ] instead off (0] Eﬁﬂn used in [1], [2]. We notd

evaluate using convolutional features extracted from|

that in the SPPnet system [1], the negative samples

F scales, We use those 5 scales as in [1], [2]]

nf [TO] )] are used for network fine-tuning, but the

[Table 10 compares the two-stage system and two

hegative samples inf[0f[0[5 | are still visited in the S5V

variants of the one-stage system. Using the ZF model]

ptep with hard-negative mining. But the Fast R-CN

the one-stage system has an mAFP of 53.9%. This i3

bystem [2] abandons the SVM step, so the negative

ower than the two-stage system (58.7%) by 4.8%]

[This experiment justifies the effectiveness of cascade

samples in| (001 )] are never visited. Including thesd
samples improves mAP@0.5 on the COCO)

region proposals and object detection, Similar obser

Hataset for both Fast R-CNN and Faster R-CNN sysH

wations are reported in [2], 139], where replacing 55

lems (but the impact is negligible on PASCAL VOC),




