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Abstract
To assess ChatGPT 4.0 (ChatGPT) and Gemini Ultra 1.0 (Gemini) large language models on NONMEM coding tasks relevant 
to pharmacometrics and clinical pharmacology. ChatGPT and Gemini were assessed on tasks mimicking real-world applica-
tions of NONMEM. The tasks ranged from providing a curriculum for learning NONMEM, an overview of NONMEM code 
structure to generating code. Prompts in lay language to elicit NONMEM code for a linear pharmacokinetic (PK) model 
with oral administration and a more complex model with two parallel first-order absorption mechanisms were investigated. 
Reproducibility and the impact of “temperature” hyperparameter settings were assessed. The code was reviewed by two 
NONMEM experts. ChatGPT and Gemini provided NONMEM curriculum structures combining foundational knowledge 
with advanced concepts (e.g., covariate modeling and Bayesian approaches) and practical skills including NONMEM code 
structure and syntax. ChatGPT provided an informative summary of the NONMEM control stream structure and outlined 
the key NONMEM Translator (NM-TRAN) records needed. ChatGPT and Gemini were able to generate code blocks for 
the NONMEM control stream from the lay language prompts for the two coding tasks. The control streams contained focal 
structural and syntax errors that required revision before they could be executed without errors and warnings. The code 
output from ChatGPT and Gemini was not reproducible, and varying the temperature hyperparameter did not reduce the 
errors and omissions substantively. Large language models may be useful in pharmacometrics for efficiently generating an 
initial coding template for modeling projects. However, the output can contain errors and omissions that require correction.

Keywords Pharmacometrics · ChatGPT · Pharmacokinetics · Drug Development · Artificial intelligence · Generative AI · 
Modeling · Nonlinear mixed effects · NONMEM

Introduction

Large language models (LLM), as exemplified by ChatGPT 
from OpenAI, Gemini from Google, Llama from Meta, 
and Claude from Anthropic [1–5], are widely viewed as 
an important advancement in the field of artificial intel-
ligence (AI) as they are capable of emulating human-like 
text generation and comprehension [6]. Usage of LLM has 
increased rapidly since they are versatile, user-friendly, and 
can assist with diverse tasks, e.g., engaging in casual conver-
sations and document editing to solving complex, problem-
oriented queries [7]. LLM can generate software code and 

language-based text with a degree of sophistication that sug-
gests potential utility in pharmacometrics [8].

Pharmacometrics approaches enable analysis of the time 
courses and variability of drug concentrations [9], and are 
leveraged to inform dosage recommendations and thera-
peutic strategies [10]. NONMEM is a software package for 
implementing nonlinear mixed effects regression methods 
that is widely used by pharmacometricians [11]. NONMEM 
employs the NONMEM Translator (NM-TRAN) language 
for coding, which we refer to hereinafter simply as NON-
MEM code. NONMEM-coded nonlinear mixed effects 
regression analyses of compartmental pharmacokinetic mod-
els are commonly summarized in the new drug applications 
that are submitted to regulatory agencies such as the Food 
and Drug Administration and European Medicines Agency 
to support marketing approval for innovator products [12].

ChatGPT, Gemini, and other LLM have already proven 
useful for generating code in commonly used programming 
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languages such as C +  + , Python, and R. Thus, integration 
of ChatGPT into a NONMEM workflow presents an emerg-
ing opportunity to enhance the productivity of coding tasks 
for pharmacometrics modeling [13, 14]. In addition to cod-
ing, ChatGPT could potentially streamline aspects of mod-
eling documentation and be used for learning NONMEM 
and pharmacometrics.

The key research aim was to assess the capabilities and 
limitations of ChatGPT 4.0 and Gemini Ultra 1.0 in inter-
preting lay language prompts for pharmacometric modeling 
tasks designed to elicit corresponding NONMEM code. The 
tasks were selected to mirror the practical applications of 
NONMEM in pharmacometrics and clinical pharmacology 
settings [10] and covered a range of activities, from provid-
ing a curriculum for learning and understanding NONMEM 
code structure to developing code for different pharmacoki-
netic (PK) models. The NONMEM tasks included coding 
for a linear PK model with oral administration and a more 
complex one-compartment model with two parallel first-
order absorption mechanisms.

Methods

ChatGPT & Gemini methods

The default version of ChatGPT 4.0 [15] and Gemini Ultra 
1.0 [2] were run at chat.openai.com and gemini.google.
com, respectively, on a MacBook Air computer running 
macOS Ventura 13.5.1. Screenshots from individual runs 
were saved.

ChatGPT 4.0 and Gemini Ultra 1.0 are hereinafter 
referred to as ChatGPT and Gemini, respectively.

Case studies

Two types of prompts were provided to ChatGPT and Gem-
ini to generate output. The first related to teaching elements 
of NONMEM (Case Studies 1 and 2) and the second related 
to generating NONMEM code for a specific population PK 
example (Case Studies 3A and 3B).

We assessed ChatGPT and Gemini’s capability to com-
prehend and instruct on pharmacokinetic/pharmacodynamic 
(PK/PD) modeling with NONMEM, focusing on a one-com-
partment model analysis.

A structured sequence of prompts was designed to engage 
the LLM in a step-by-step process, beginning with an expla-
nation of NONMEM principles and culminating in a practi-
cal demonstration of NONMEM code. For convenience of 
presentation, Case Study 1 was a curricular framework for 
learning NONMEM in context, Case Study 2 was a request 
for a specific explanation of NONMEM code, whereas 
Case Study 3A and Case Study 3B evaluated the ability of 

ChatGPT and Gemini to generate NONMEM code for spe-
cific pharmacokinetic models. The following prompts were 
entered for the four Case Studies.

Case study 1

If you were a teacher, what topics related to NONMEM 
would you teach students?

Case study 2

You are an expert NONMEM code writer for population 
PKPD in the pharmaceutical industry. You are always accu-
rate and precise when formulating NONMEM code. Please 
describe the structure of NONMEM code using a basic 
example.

Case study 3A

Can you provide the NONMEM code for a linear PK model 
with oral administration?

Case study 3B

Provide NONMEM code for a one-compartment model with 
two parallel absorptions and linear elimination.

Case 1, Case 2, and Case 3A were run together in a single 
chat session, and Case 3B was running on a separate chat.

The prompt engineering strategy included persona craft-
ing to embody an expert NONMEM coder, role assignment 
to align with instructional tasks, and sequential prompting 
to maintain context throughout the interaction.

The code generated was reviewed carefully for errors 
and omissions by two individuals (authors: YY, RRB) with 
NONMEM expertise.

Evaluation of reproducibility

Three replicate experiments were conducted with ChatGPT 
and Gemini for Case Study 3A and Case Study 3B. The 
prompts described in the preceding section were re-used 
verbatim.

Evaluating the effect of varying the “Temperature” 
hyperparameter

The “temperature” hyperparameter ( T ) of ChatGPT controls 
the balance between randomness and determinism in the 
results. Experiments with T  values of 0.1, 0.33 and 1 were 
conducted for Case Study 3A and Case Study 3B.

These runs were conducted using OpenAI Playground, 
Model: GPT-4 Turbo preview (https:// platf orm. openai. 
com/ docs/ models), which allows the temperature parameter 

https://platform.openai.com/docs/models
https://platform.openai.com/docs/models
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to be set by the user. The other parameters were fixed to 
Maximumlength = 4095 , TopP = 1 , Frequencypenalty = 0 , 
and Presencepenalty = 0.

Results

Case study 1: Curricular framework for teaching 
NONMEM

Case study 1

If you were a teacher, what topics related to NONMEM 
would you teach students?

Figure 1 compares NONMEM related topics provided by 
ChatGPT and Gemini results.

ChatGPT

The ChatGPT's response reflects its utility for structuring a 
NONMEM curriculum that combines foundational knowl-
edge with advanced concepts and practical skills.

The topic list proposed by ChatGPT starts with pharma-
cometrics principles to establish a foundation before pro-
gressing to advanced aspects. It provided technical require-
ments for NONMEM software installation, setup, and data 
management.

The response also included a detailed exploration of 
NONMEM code structure and syntax to equip learners with 
coding skills. Advanced topics, like covariate modeling and 
Bayesian approaches were integrated and showcasing the 
curriculum’s depth. Practical applications, including simula-
tions and predictive model checks, were also covered.

Moreover, the topic list addressed regulatory considera-
tions and documentation practices in PKPD modeling, align-
ing with industry standards. It also keeps pace with current 
trends and future directions in pharmacometrics, ensuring 
contemporary relevance.

Gemini

The overall outline of Gemini’s syllabus resembled the 
ChatGPT’s in that it listed the introduction to PKPD, the 
fundamental structure of the NONMEM, basic structural 
PK models, and intermediate/advanced topics.

Gemini suggested learning foundational concepts of 
pharmacometrics and NONMEM including inter-individual 
variability and covariate modeling and then covering topics 
related to the fundamentals of more intermediate/advanced 
population agnostic pharmacokinetic models such as Michae-
lis–Menten elimination and target-mediated drug disposi-
tion. However, inter-individual variability, a basic topic was 
included in the intermediate section. It further provided the 

model evaluation and diagnostic methods, including the visual 
predictive checks and bootstrap techniques. Gemini included 
some basic goodness of fit approaches under an advanced top-
ics heading. Gemini ended with a similar emphasis as Chat-
GPT, by analyzing real-world PKPD datasets.

Case study 2. Explanation of NONMEM code

Case study 2

You are an expert NONMEM code writer for population 
PKPD in the pharmaceutical industry. You are always 
accurate and precise when formulating NONMEM code. 
Please describe the structure of NONMEM code using a 
basic example.

Figure 2 summarizes the ChatGPT and Gemini results 
for Case Study 2.

ChatGPT

ChatGPT effectively communicated complex pharmaco-
metrics concepts and provided an informative summary of 
NONMEM code structure.

The key components of NONMEM code, starting with 
the Problem Statement ($PROB ), which functions as the 
model’s title or description, were provided. This was fol-
lowed by Input Data Specification ($DATA ) for defining 
the dataset file and format, and Input Variable Definitions 
( $INPUT  ), detailing essential variables such as ID , TIME , 
DV  , and AMT .

The Model Specification ( $PRED or $MODEL ) sec-
tion containing model equations, Estimation Method 
( $ESTIMATION  ) for the selecting parameter estimation 
algorithm, and Output Specification ( $TABLE ) for defining 
the output format were also described. The response also 
included sections such as $COV  for specifying the covari-
ance matrix and $THETA for providing starting parameter 
estimates and bounds.

ChatGPT also provided a basic pharmacokinetic model 
as an example (Fig. 2), clarifying key parameters such as 
clearance ( CL ), volume of distribution ( V  ), and absorption 
rate constant ( KA).

Figure 2 also summarizes the errors in the model compo-
nents. First, ChatGPT incorrectly used $PARAM to define 
initial parameter estimates instead of $THETA , which is the 
appropriate block for defining initial estimates for fixed effects 
parameters. Secondly, ChatGPT provided an incorrect example 
for $PRED . ChatGPT used $PRED to code a one compartment 
model with first order absorption, without using PREDPP , a 
library of pre-written modeling in NONMEM. However, it 
incorrectly stated that $PRED is for “predictive model”, and 
the equations presented by ChatGPT within $PRED were 
incorrect. For the one-compartment, first-order absorption 
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model, the Bateman function should be used to calculate con-
centration in the central compartment:

Y = AMT ∗ KA∕(V ∗ KA − CL∕V)

∗ (EXP(−CL∕V ∗ TIME) − EXP(−KA ∗ TIME))

Moreover, In the final part of ChatGPT’s answer, it mistak-
enly identified $COV and $THETA as “Control Termination”.

Additionally, ChatGPT did not provide any introduction 
for $PK or $SUBROUTINE which are important code com-
ponents for modeling the values of basic and additional PK 
parameters when using PREDPP.

Fig. 1  Topics related to NON-
MEM identified by ChatGPT 
and Gemini

ChatGPT Gemini
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Gemini

Gemini provided the core structures of the NOMEM’s 
NM-TRAN control records at the beginning and the code 

for a simple one-compartment PK model. The structure 
of NONMEM code was listed in the expected order: 
problem statement ( $PROBLEM ), data input ( $INPUT  , 
$DATA ), model subroutine selection ( $SUBROUTINE ), 

Fig. 2  The ChatGPT prompt 
and the resulting output from 
ChatGPT for Case Study 2. The 
errors and omissions in the code 
are highlighted in rectangles 
and described in the gold boxes

$PARAM should be $THETA

Wrong equations
Incorrect description of model

$COV and $THETA are not
Control Termination 

ChatGPT

Missing $THETA, $OMEGA, $SIGMA

IPRED not de�ned
Incorrect item name

Incorrect descriptionMETHOD = 1 INTERACTION

Redundant code
$PK Missing scale factor S2 = V

Incorrect IIV, ETA

Gemini

IGNORE = @ missing

Errors in description of $ESTIMATION
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PK parameters ( $PK  ), defining the residual error 
( $ERROR ) and outputting the results ( $TABLE ). How-
ever, the simple one-compartment PK example provided 
was missing the crucial initial estimate code blocks: 
initial estimates for the OMEGA matrix ( $OMEGA ), 
initial estimates and bounds of fixed effects parame-
ters ( $THETA ), and initial estimates for the NONMEM 
SIGMA matrix ( $SIGMA ). Additionally, no inter-indi-
vidual variability was specified in the $PK block (i.e., 
the THETA values were not associated with a function 
that linked them to the inter-individual variability, e.g., 
THETA(1) ∗ exp(ETA(1)) etc.

Case study 3. NONMEM coding

Case study 3A

Can you provide the NONMEM code for a linear PK 
model with oral administration?

Figure 3 summarizes the ChatGPT and Gemini results 
for Case Study 3A.

ChatGPT

ChatGPT generated an instructive example of NONMEM 
code for a basic linear PK model with oral administration. 

Fig. 3  Results from ChatGPT 
(left) and Gemini (right) for 
the linear pharmacokinetic 
compartmental model with 
oral absorption (Case Study 
3A). The ChatGPT and Gemini 
explanation of key components 
is cropped to improve read-
ability of the figure. The errors 
and omissions in the code are 
highlighted in rectangles and 
described in the gold boxes

Missing scale factor S2 = V

IIV not speci�ed

Wrong description of K = CL/V

Con�icting residual error model
$ERROR ≠ $SIGMA

Non-�xed initial estimate
for an ETA that is not used 

Incorrect method
METHOD = 1 INTERACTION

IPRED, DVRES not de�ned

Missing $THETA, $OMEGA, $SIGMA

Redundant code
Incorrect parameter names

SIG is incorrect

METHOD = 1 INTERACTION

ChatGPT Gemini
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The response begins with the $PROB statement, effectively 
setting the context as a basic linear PK model for oral drug 
administration. The inclusion of $DATA and $INPUT  sec-
tions, specifying the datafile and defining essential data 
columns like ID , TIME , AMT  , and DV .

In the $SUBROUTINES section, ChatGPT appropriately 
selected ADVAN2 and TRANS2 , suitable for a one-compart-
ment model with first-order absorption and elimination. 
The $PK  section, which is used to model the values of 
basic and additional PK parameters, was well-constructed, 
with clear definitions for the absorption rate constant ( KA ), 
clearance ( CL ), and volume of distribution ( V  ), along with 
the calculation for the elimination rate constant ( K).

ChatGPT’s choice of the first order conditional esti-
mation with interaction (FOCE INTERACTION) method 
in the $ESTIMATION  section, and the request for covari-
ance analysis ( $COVARIANCE ) and output specifications 
( $TABLE ), demonstrates an “understanding” of the mod-
eling process in NONMEM.

The $ERROR block incorrectly specified the residual 
error model. The formulas did not align with the standard 
additive or proportional error models and conflicted with 
the proportional error indicated in the $SIGMA block. For 
a proportional error model, the correct equation is:

The LLM’s choice of the FOCE INTERACTION 
method in the $ESTIMATION  section was problematic, 
leading to error messages upon running the code, neces-
sitating a revision to METHOD = 1 or METHOD = COND . 
In the $TABLE , previously calculated elimination rate con-
stant was not included in the output.

Several revisions made to address the errors in the con-
trol stream before NONMEM would run without errors 
and warnings. These are presented sequentially for illustra-
tive purposes in the Supplementary File.

Gemini

Gemini generated a NONMEM control stream for a one-
compartment model with first-order absorption, which is 
also provided in Case 2 as an example of the NONMEM 
code. The response provided reasonable $PROBLEM for 
the correct input item in $INPUT  section.

In the $SUBROUTINES , Gemini appropriately selected 
ADVAN2 TRANS2 for one-compartment model with first order 
absorption. However, it also generated the $MODEL that can-
not be used in the selected subroutine. This redundant code 
block will cause errors when running the model in NONMEM.

Gemini correctly selected CL , V  , and KA as the PK 
parameters in $PK , and included exponential BSV on CL 

Y = IPRED + IPRED ∗ EPS(1)

and V  . However, incorrect parameter names ( TVCL and 
TVV  ) were used. In addition, the scaling factor S2 = V  is 
missing in $PK.

The $ESTIMATION block is problematic as Gemini used 
METHOD = FOCEI  to specify FOCEI  method, which 
should be coded as METHOD = 1 INTERACTION  or 
METHOD = COND INTERACTION . Gemini also chose an 
inappropriate term and value for number of significant digits 
using SIG = 0.2 instead of an integer value for NSIG . Signifi-
cant digits are specified when using the differential equation 
subroutines (where a solution tolerance is specified), not when 
using the algebraic solutions for simple PK models in PREDPP.

As for the output table, Gemini included IPRED and 
DVRES , which were not defined in the previous section. 
More importantly, Gemini missed $THETA , $OMEGA , and 
$SIGMA in the control stream, leaving the control stream 
incomplete. This error also occurred in Case 2.

Case study 3B

Provide NONMEM code for a one-compartment model with 
two parallel absorptions and linear elimination.

Figure 4 summarizes the ChatGPT and Gemini results 
for Case Study 3B.

ChatGPT

ChatGPT produced a NONMEM control stream for a one-
compartment model with two parallel first order absorptions, 
which is a user-written model, that contained the correct 
code blocks. ChatGPT provided a correct $PROBLEM code 
block and defined the key data items correctly in the dataset 
in $INPUT block. However, in the $DATA code block, Chat-
GPT incorrectly included IGNORE = CMT(3).

In the $SUBROUTINE section, ChatGPT inappropriately 
selected ADVAN2 and TRANS2, which generated an error. 
For the control stream using differential equations, ADVAN6 , 
ADVAN8 , ADVAN9 or ADVAN13 should be selected, and a 
relative tolerance TOL needed to be specified.

In the $MODEL section, ChatGPT correctly included 
two absorption depots and a central compartment. However, 
ChatGPT incorrectly defined the central compartment as the 
default dosing compartment.

In the $PK  section, ChatGPT correctly defined two 
first-order absorption rate constants ( KA1 and KA2 ), clear-
ance ( CL ), and volume of distribution ( V  ) along with their 
between-subject variability ( BSV ). The ChatGPT code failed 
to distribute the dose into two different absorption pathways 
because a fraction parameter was not included in $PK. The 
presence of redundant code regarding the ETA parameters 
also resulted in an error message. The $DES section had the 
correct ordinary differential equations for this model.
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Certain error patterns identified in Case Study 3A per-
sisted in Case Study 3B, e.g., the $ERROR code block had 
incorrect standard deviation and proportional error model 
formulae. In addition, ChatGPT only provided a single initial 
estimate for the OMEGA matrix, and the code erroneously 
contained METHOD = FOCE to specify FOCE method 
instead of the correct METHOD = 1 or METHOD = COND.

The revisions made to address the errors and to obtain a 
NONMEM run without errors and warnings are summarized 
in the Supplementary File.

Gemini

Gemini provided a NONMEM control stream for a one-com-
partment model with parallel absorption and linear elimina-
tion. After generating a reasonable $PROBLEM block, it 

correctly coded $INPUT and $DATA , with required input 
items.

Gemini correctly selected ADVAN6 as the subroutine, 
as this user-written model required differential equa-
tion solver. It also provided a reasonable value for the 
relative tolerance TOL . However, the $MODEL gener-
ated by Gemini is problematic and should be revised to 
COMP = (DEPOT1) COMP = (DEPOT2) COMP = (CENT).

In $PK  , Gemini correctly defined all the required PK 
parameters in this PK model, including F1 , F2 , KA1 , KA2 , 
V  , and CL . However, it provided an incorrect scale factor 
for the central compartment and did not specify any inter-
individual variability on the parameters.

The $ERROR block incorrectly specified the residual 
error model. A correct $EST  was coded specifying FOCE 
method with interaction. Additionally, no initial estimates 

Fig. 4  Results from ChatGPT 
(left) and Gemini (right) for 
a one-compartment model 
with two parallel absorption 
pathways and linear elimination 
(Case Study 3B). The Chat-
GPT and Gemini explanation 
of key components is cropped 
to improve readability of the 
figure. The errors and omissions 
in the code are highlighted in 
rectangles and described in the 
gold boxes

Incorrect subroutine

Unnecessary and incorrect 
inter-individual variability

Incorrectly has two
default dosing compartments 

Coding error, use of reserved term

Actual parameters and
$OMEGA con�ict

$SIGMA only includes a single 
initial estimate

Extra IIV = ETA(1) code block
Incorrect SD equation

Wrong proportional error 

ChatGPT

Incorrect format

$DES & $THETA missing

Incorrect scale factor

 Missing initial estimates

Incorrect error model

Gemini
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were provided for the $OMEGA matrix. It's worth noting that 
Gemini missed including $DES , $THETA , and $TABLE in 
the control stream. These components are essential, and the 
model will not run without them.

Evaluation of reproducibility

The results from LLM can vary from one run to another 
for the same prompt. Three replicate experiments were con-
ducted with ChatGPT and Gemini for Case Studies 3A and 
3B.

ChatGPT

All three replicates contained errors and omissions. The 
results from the three replicate experiments for ChatGPT 
are summarized in Supplementary Figure S1 for Case Study 
3A. In all three replicates: i) $DES and $MODEL were incor-
rectly included when using ADVAN2 and TRANS2, ii) 
the FOCE INTERACTION method in the $ESTIMATION 
section was not properly coded as METHOD = 1 or 
METHOD = COND ., and iii) either the IIV and/or error 
model definitions were incorrect. Two of the replicates did 
not have the correct S2 = V  scaling factor. When included, 
all the $MODEL and $DES were either problematic or 
blank.

There were several errors unique to each replicate that 
occurred in different code blocks. Supplementary Figure S1 
shows the corresponding replication experiments for Case 
Study 3A.

For Case Study 3B (Supplementary Figure S3), all three 
replicates contained the structural outline of the NONMEM 
control stream. However, in all three replicates, ChatGPT 
provided an initial estimate in $OMEGA without including 
between-subject variability on any parameters in $PK. The 
other errors were variable across the three trials (Supple-
mentary Figure S3).

Gemini

For Case Study 3A, Gemini omitted $DATA and $SUB-
ROUTINE in all replicates; $THETA and $ERROR were 
missed in two replicates. In all three replicates, $MODEL 
and $DES were problematic or blank. Two replicates con-
tained incorrect comment statements (Supplementary 
Figure S2).

For Case Study 3B, two Gemini trials (Supplementary 
Figure S4) omitted important NM-TRAN control records 
such as $PROBLEM, $OMEGA, $TABLE, $DATA, and 
$SUBROUTINE. All three replicates were missing CMT in 
$INPUT. The second and third control streams used incor-
rect code in $PK. There other errors are highlighted (Sup-
plementary Figure S4).

Effect of varying “Temperature” hyperparameter

The results from experiments with “temperature” hyperpa-
rameter ( T  ) values of 0.1, 0.33 and 1, using ChatGPT for 
Case Study 3A and Case Study 3B, are summarized in Sup-
plementary Figure S5 and S6, respectively.

For Case Study 3A, the code from all three temperature 
settings contained redundant $MODEL blocks and had 
incorrect scale factors in $PK. The T = 0.1 and T = 0.33 
code correctly included between subject variability on all 
three PK parameters, whereas the T = 1 code inappropriately 
fixed all the PK parameters in $PK. The incorrect method 
name error wherein METHOD = FOCE was incorrectly used 
to specify the FOCE method, occurred only with T = 0.33.

For Case Study 3B, the T = 0.1 and T = 0.33 code inac-
curately labeled default dose compartments. None of the 
trials correctly defined the fraction absorbed by the F1 and 
F2 pathways. The T = 1 code used atypical equations to 
define between subject variability on PK parameters that 
were found to be correct. Other common mistakes were also 
noted including incorrect method selection and conflicting 
IIV definitions.

Discussion

We evaluated ChatGPT and Gemini in several case studies 
that would enable us to delineate the strengths and limitations 
of using LLM for NONMEM coding, and to identify patterns 
in the coding errors that occurred. We focused on NONMEM 
because it is the most widely used coding framework in phar-
macometrics. However, because most versions of NON-
MEM are marketed commercially and not freely available to 
open-source software users [16], the volume of NONMEM 
code readily accessible online is modest compared to more 
widely used languages such as C +  + , Python, and R. This 
makes NONMEM a challenging framework for LLMs, which 
depend on the availability of adequate training data.

The strength of ChatGPT and Gemini for NONMEM 
coding is that it can use the information from a short 
prompt provided by the user in lay language and pro-
vide a template of code containing the key components 
of a NONMEM control stream. The output from these 
LLMs is a good starting point for a coding project. The 
performance of ChatGPT and Gemini on the NONMEM 
coding tasks contained flaws and had focal structural (e.g., 
in Case Study 3B, the fraction of dose distributed between 
the parallel absorption compartments was not included) 
and NONMEM syntax (e.g., the FOCE method was incor-
rectly coded in both Case Study 3A and 3B) errors that 
require correction. We also found odd code snippets, e.g., 
NONMEM does not have $PARAM code block. We were 
surprised at the overall quality of the syllabus outline 
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generated by ChatGPT and Gemini in Case Study 1, given 
that pharmacometrics is a niche sub-specialty in the phar-
maceutical industry, and there are only a few academic 
institutions that conduct cutting-edge research projects or 
provide training with NONMEM [17].

Between run variability is an intrinsic feature in all LLM 
including ChatGPT and Gemini because the underlying 
algorithms are based on generative AI methodologies [7, 
18]. We therefore conducted reproducibility experiments 
to gauge the extent of the variability. Although the struc-
tural outlines from the replicate runs for Case Study 3A 
and Case Study 3B were generally similar, each instance 
of code produced had different errors. A frequent error in 
the ChatGPT NONMEM code was incorrect assignment of 
METHOD = FOCE , which recurred in 8/12 prompts in the 
replication and temperature hyperparameter experiments,

The “temperature” hyperparameter T  , which ranges from 
0 to 1 (default value = 0.7), controls the balance between 
the deterministic and generative aspects of ChatGPT. A 
low T  value setting of 0.1 increases the likelihood of more 
deterministic and consistent outputs whereas a high T  value 
setting of 1 increases the likelihood that more “creative” 
outputs with greater generative randomness will be pro-
duced. Interestingly, the code from the high T = 1 setting 
for individual parameters in the $PK block of Case Study 
3B (Supplementary Figure S6) was atypical but correct. The 
temperature hyperparameter setting option was not publicly 
available in the Gemini Ultra 1.0 version that we used.

The code from both ChatGPTand Gemini are imperfect 
at generating NONMEM code. Shared errors patterns were 
seen across both LLMs, e.g., conflicting code blocks and  
selection of the incorrect method. However, each LLM had 
areas of strength and weakness. ChatGPT performed well 
in providing a structural outline of the control streams by 
providing required NM-TRAN control records that Gemini 
omitted ($SIGMA , $OMEGA , $THETA ). Gemini’s code was 
more carefully fine-tuned, and in Case 3B, it contained the 
fractions of dose absorbed through the two parallel absorp-
tion pathways and correct removal of column names, which 
ChatGPT missed.

A weakness of our study is that we did not compare the 
NONMEM coding performance of ChatGPT to other LLM 
other than Gemini, e.g., Llama and Claude [1, 3, 5, 15]. We 
also did not examine ChatGPT and Gemini in the context 
of other software tools such as mrgsolve [19], nlmxr [20, 
21], the Mixtran used by Monolix [22], and STAN [23] that 
might be used by pharmacometricians.

Comparatively, ChatGPT, Gemini, and other LLM are 
more proficient at generating code and it is projected that 
the adoption of LLM could yield significant productiv-
ity improvements for programmers. Cloesmeijer et  al. 
found that ChatGPT can be used to obtain PK parameters 

from the literature, code a population model and generate 
visualizations in R [24]. However, Cloesmeijer et al. indi-
cated that the performance of ChatGPT for NONMEM was 
poor but did not present research results [24]. In previous 
work, we found that R code generated with ChatGPT is 
of satisfactory quality [18]. The accuracy of ChatGPT in 
calculations involving exponential, logarithmic and trigo-
nometric functions, which are common in pharmacomet-
rics, is only ~ 50% [18, 25, 26]. Thus, conducting numeri-
cal PK and pharmacometrics calculations directly within 
the ChatGPT interface should be avoided for now. The 
citations generated by earlier versions of ChatGPT (e.g., 
ChatGPT 3.5) often contained errors that were referred 
to as “artificial hallucinations”, but this issue has been 
substantially improved with the new algorithm [18, 27, 
28]. Similarly, we expect that new enhancements to LLM 
will quickly mitigate the high frequency of error rates in 
numerical calculations.

In conclusion, our results show that the utility of Chat-
GPT and Gemini for NONMEM coding might be meta-
phorically viewed as a cup that is currently half full. 
Although ChatGPT and Gemini may be useful for gen-
erating early versions of code, the resulting code requires 
careful review and changes before it can be run. However, 
LLMs are rapidly improving in their capabilities, and it 
might not be long before they are proficient at many NON-
MEM coding tasks.
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