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Abstract
To systematically assess the ChatGPT large language model on diverse tasks relevant to pharmacokinetic data analysis.

ChatGPT was evaluated with prototypical tasks related to report writing, code generation, non-compartmental analysis, and

pharmacokinetic word problems. The writing task consisted of writing an introduction for this paper from a draft title. The

coding tasks consisted of generating R code for semi-logarithmic graphing of concentration–time profiles and calculating

area under the curve and area under the moment curve from time zero to infinity. Pharmacokinetics word problems on

single intravenous, extravascular bolus, and multiple dosing were taken from a pharmacokinetics textbook. Chain-of-

thought and problem separation were assessed as prompt engineering strategies when errors occurred. ChatGPT showed

satisfactory performance on the report writing, code generation tasks and provided accurate information on the principles

and methods underlying pharmacokinetic data analysis. However, ChatGPT had high error rates in numerical calculations

involving exponential functions. The outputs generated by ChatGPT were not reproducible: the precise content of the

output was variable albeit not necessarily erroneous for different instances of the same prompt. Incorporation of prompt

engineering strategies reduced but did not eliminate errors in numerical calculations. ChatGPT has the potential to become

a powerful productivity tool for writing, knowledge encapsulation, and coding tasks in pharmacokinetic data analysis. The

poor accuracy of ChatGPT in numerical calculations require resolution before it can be reliably used for PK and phar-

macometrics data analysis.

Keywords ChatGPT � Pharmacokinetics � Prompt engineering � Drug development � PK/PD � Graphing � Bioavailability

Introduction

Large language models (LLM) such as ChatGPT from

OpenAI [1], Bard from Google [2], and others are an

emerging artificial intelligence technology that has

engendered great public interest. LLM are deep learning

neural networks trained on a large body of text and other

information that are capable of two-way interactions with

users in a manner that approximates the complexity and

nuance of human conversations.

Pharmacokinetic (PK) and pharmacodynamic (PK-PD)

modeling is well established as an effective tool in the pre-

clinical setting for understanding time courses of drug

concentrations and effects, for inter-species scaling, and

dose determination. Population modeling with non-linear

mixed effects and Bayesian methods extends PK-PD

modeling. It is particularly useful for interpreting sparse

clinical data and for clinical trial simulations to define the

scope of drug concentration and effect variability [3, 4].

Every new innovator drug application submitted to the

United States Food and Drug Administration contains PK-

PD and population modeling data.

PK-PD analyses requires individuals with specialized

multi-disciplinary training and utilizes complex software

tools with steep learning curves [5, 6]. The model devel-

opment processes require high levels of human interven-

tion, and the interpretation of results requires expertise and

experience. There is a shortage of qualified manpower for

the PK-PD analyst workforce needs of industry, regulatory

agencies, and academia [5, 6].
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We reasoned that powerful capabilities of LLM might

be potentially harnessed in PK-PD data analyses settings in

several ways, e.g., to facilitate self-learning of PK analysis

concepts, for identifying the range of available software

tools, to provide templates for coding, to conduct uncom-

plicated PK analyses, and for report preparation. While

LLM are reasonably facile at interpreting lay language

inputs with a conversational or informal tone, their effec-

tiveness and utility can be further enhanced using struc-

tured prompts and exemplars. This has led to research into

‘‘prompt engineering’’ strategies that that can guide the

underlying LLM into yielding results that more effective

for specific classes of tasks. Prompt engineering strategies

such as chain-of-thought prompting, which provides the

LLM a limited number of examples containing an input,

the chain of thought, and the correct output, improves the

performance of LLM for solving diverse arithmetic word

problems and symbolic reasoning problems [7].

The main goals of this study are to obtain proof-of-

concept evidence for utilizing LLM for PK data analysis

and to serve as a primer that might motivate pharmaceu-

tical scientists to further explore LLM for more advanced

modeling and simulation tasks.

Methods

ChatGPT methods

The default version of ChatGPT 4.0 [2] was run at the

chat.openai.com on a MacBook Air computer running

macOS Ventura 13.5.1. Screenshots from individual

ChatGPT runs were saved.

All ChatGPT experiments were replicated C 3 times.

For experiments involving numerical calculations, the

accuracy rate was computed as the number of correct

answers based on 10 replicate experiments. Numerical

answers from ChatGPT were considered correct if they

were within ± 0.5% of the true value; this corresponds to

the maximum percent error with an answer expressed to

three significant figures. ChatGPT history was cleared

between experiments.

Accuracy rates obtained with and without prompt

engineering directives were compared. Specific prompt

engineering directives were introduced for queries that

elicited high error rates. These included the inclusion of

phrases such as ‘‘Reason it out before action’’, ‘‘You are a

good calculator’’, ‘‘Provide the most detailed responses’’,

breaking down multi-part problems into separate questions

(i.e., asking one question at a time), and breaking down

multi-part problems into separate questions combined with

the directive ‘‘provide steps’’.

Case study 1. Scientific report generation

In the first experiment, ChatGPT was tasked to generate an

outline for a four-paragraph introduction section of a

research paper with a title ‘‘Evaluation of Prompt Engi-

neering Strategies for PKPD Analysis with ChatGPT’’, a

draft title that was among those considered for this paper.

In the second experiment, ChatGPT was prompted to write

a four-paragraph introduction section with references for

the research paper with appropriate references.

Case study 2. Software code generation

Both experiments in this Case Study used concentration–

time data shown in Fig. 2A from Patient ID-1 in the

vignette in the Ubiquity software package [8].

We requested code from ChatGPT for creating a semi-

logarithmic graph and the methods for computing the area

under the curve (AUC) and area under the moment curve

(AUMC) from zero to infinity. No additional prompt

engineering was done, and chat history was cleared

between experiments.

AUC and AUMC calculations used the prompt ‘‘Provide

R code to calculate the AUC and AUMC from time 0 to

infinity for a non-compartment analysis for the following

concentration(ng/ml) vs. time(hour) profile.

[TIME_HR]-(1, 4, 8, 24, 72, 168, 336, 504, 671.9999)

[C_ng_ml]-(9953.8813, 9704.5133, 9383.7171,

8223.5475, 5685.306, 3118.7764, 1673.885, 1215.2236,

964.6353)’’.

The code generated by ChatGPT was run using the R

statistical program [9] in the RStudio environment.

Case study 3. Pharmacokinetics calculations
word problems

The word problems were selected from the textbook

Clinical Pharmacokinetics: Concepts and Applications,

3rd Edition, by Rowland and Tozer [10]. The answers from

ChatGPT were compared to the answer key in the textbook.

We assessed the capabilities of ChatGPT at solving word

problems involving PK calculations related to intravenous

(Chapter 3, Problem 7) and extravascular bolus Chapter 6,

Problem 8) dosing, and multiple oral dosing.

Results

Case study 1. Scientific report generation

As an LLM, ChatGPT is viewed as a potentially powerful

tool to facilitate text generation and writing. In this Case
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Study, ChatGPT was prompted to provide an outline for the

Introduction section of a research paper based on a title and

the Introduction section with references. Figure 1 shows

screenshots of the ChatGPT output from these two exper-

iments, which were conducted no prompt engineering

strategies other than clearly state the task.

The outline produced by ChatGPT is shown in Fig. 1A.

The theme and purpose for each paragraph was clearly

stated for each of the four paragraphs in the ChatGPT-

generated outline. A bulleted list with the main points to be

made in each paragraph followed. These results with the

outline were considered promising given that limited

information, i.e., title only with the PKPD abbreviation,

was provided to the LLM.

The Introduction section is shown in Fig. 1B. The

generated Introduction section had four paragraphs and

hewed to the outline in Fig. 1A. The ChatGPT-generated

Introduction section was viewed generally concordant with

accepted writing standards in pharmaceutical science

journals and contained two in-text citations and a reference

section.

We passed the ChatGPT-generated Introduction section

to the Grammarly typing assistance program, which con-

tains a plagiarism check feature. The ChatGPT output was

reported as plagiarism free.

The main weaknesses of the ChatGPT-generated Intro-

duction section were its short length and the limited

number of references. The short length can be attributed to

the prompt statement, which specifically requested only

four paragraphs. The Introduction also lacked specificity

regarding the PK-PD problems that might benefit from the

use of ChatGPT and detail regarding prompt engineering

strategies that have been proposed. Because ChatGPT has

been reported to make errors in writing, a phenomenon that

has been termed ‘‘artificial hallucination’’ [11–13], we

checked the references for accuracy. Both references were

generally correct. However, the year indicated for the first

reference—the Gabrielsson and Weiner text [14, 15]—did

Fig. 1 Results from Case Study 1 evaluating the text generation

capabilities of ChatGPT. A summarizes the ChatGPT prompt and

output when tasked to provide an outline for the Introduction section

for a research manuscript with a draft version of the title for this

paper. B summarizes the corresponding ChatGPT output when it was

tasked to write a complete Introduction section with references for a

research manuscript with the same title as this paper. The white-on-

black screenshots from ChatGPT were recolored to improve contrast
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not match the year of publication of either the 4th or 5th

editions of the book.

Nonetheless, ChatGPT’s proficiency in generating a

plausible Introduction for a research manuscript with lim-

ited title information and no prompt engineering suggests

its potential value as a productivity tool in the writing

process.

Case study 2. Software code generation

ChatGPT can generate code for programming tasks in

several languages including Python and R, which are

increasingly used in PK-PD data analysis.

Figure 2A summarizes the prompt and data entered for

ChatGPT and the results for the semi-log graphing.

Fig. 2 Results from Case Study 2 evaluating the code generation

capabilities of ChatGPT and to obtain information regarding area

under the curve (AUC) and area under the moment curve (AUMC)

calculations. A summarizes the ChatGPT prompt and output when

tasked to provide R code for a semi-logarithmic graph for a

concentration–time data set. B shows the graph generated when the

code in A was executed. C summarizes the ChatGPT output when it

was tasked to provide an outline of the methods used to compute

AUC and AUMC from time zero to infinity. The white-on-black

screenshots from ChatGPT were recolored to improve contrast
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Table 1 Problems [10] used in Case Study 3 and the accuracy of ChatGPT results
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ChatGPT recommended the ggplot2 package [16] and

generated R code for creating the graph. The R code ran

without errors and generated a line graph (Fig. 2B) titled

‘‘Semi-log plot of Concentration over Time,’’ with the x-

axis and y-axis labeled Time (HR) and Concentration(ng/

ml). The graph esthetics were simple as the minimal theme

was recommended in the code. We did not seek to obtain

the best fit regression line to an exponential equation for

the data.

AUC and AUMC calculations are invariably the first

steps in non-compartmental analysis (NCA) of PK data.

Some PK domain expertise is required for calculating the

AUC and AUMC from time 0 to infinity since parametric

interpolation is used to obtain the area of the region

between the last observation time point and infinity.

As a first step in our experiment, we investigated whe-

ther ChatGPT could provide a detailed description of the

methodology needed for calculating AUC and AUMC. The

Results in Fig. 2C demonstrate that ChatGPT description is

appropriate and complete—the integration and the extrap-

olation procedures are correctly described using equations

where necessary.

Several issues were encountered when conducting AUC

and AUMC analyses with concentration–time profile data

from Patient ID-1. The ChatGPT-generated R code inclu-

ded useful comments on the procedural steps and ran

without syntax errors, but the output was highly variable

between occasions even with the same prompt. Despite

these variability issues, ChatGPT used appropriate

methodology, e.g., integration with the trapezoidal rule,

extrapolation from the last observed time point to infinity

in every case, which indicates that ChatGPT had generally

accessed and identified the correct sources of information

for NCA analyses. The accuracy of AUC calculations was

5/10 whereas accuracy of AUMC calculations was 1/10.

The elimination rate constant was wrongly calculated in

5/10 experiments, and this was propagated to errors in

AUC and AUMC values. In 3 of 10 experiments, ChatGPT

assumed that the last two observations were on the terminal

phase, in 5 of 10 experiments ChatGPT assumed the last

three observations were on the terminal phase, and in one

experiment, ChatGPT fit an exponential function to all the

data. In every experiment, the remainder of the R code for

AUC calculations was correct in terms of trapezoidal rule

and extrapolation from the last observed time point to

infinity. The corresponding R code for AUMC calculations

was correct in 3/10 experiments with most of the errors

occurring in the term that extrapolated AUMC from the last

time point to infinity.

The results indicate that ChatGPT can generate R code

for basic PK analysis tasks such as creating graphs. In

calculating metrics such as AUC and AUMC, ChatGPT is

capable of correctly using the trapezoidal rule but is sus-

ceptible to range of errors.

Case study 3. Pharmacokinetics calculations
word problems

Case study 3A

ChatGPT was posed a five-part single intravenous (IV)

bolus dosing PK problem requiring calculation of (a) vol-

ume of distribution, (b) elimination half-life, (c) total AUC,

d) total clearance, e) plasma concentration at 70 min after

dose administration.

An 88% accuracy rate was achieved was achieved

without prompt engineering (Table 1); 83% of the errors

occurred in part (e), which required exponential arithmetic

and had an error rate of 50%. Interestingly, ChatGPT set up

the exponential equation required for calculation correctly

even for incorrect answers. The time in minutes was cor-

rectly converted to hours to match the units of the elimi-

nation rate constant of the exponential equation.

Prompt engineering efforts were directed exclusively at

part (e). The directive ‘‘Reason it out before action’’ did

not improve accuracy whereas, ‘‘You are an accurate

calculator’’, increased accuracy by 6%. When the question

in part (e) was posed separately, ChatGPT accuracy

increased from 50 to 70%. When further prompted to detail

each calculation step, ChatGPT achieved 100% accuracy.

However, when the entire question set was presented with

the directive to detail each calculation step, accuracy

decreased by 6%. This suggests that ChatGPT accuracy

improves if calculation problems are compartmentalized.

Case study 3B

ChatGPT was posed a seven-part PK problem requiring

bioavailability calculations after a single subcutaneous or

oral dose. Data on AUC, observed half-life and fraction

excreted unchanged in urine following intravenous, sub-

cutaneous, and oral dosing were provided (see Table 1).

Without any prompt engineering, the accuracy of 94.3%

(4 errors in 70 experiments) was achieved (Table 1). With

the prompt engineering directive ‘‘Reason it out before

action’’, the accuracy improved to 98.6% (1 error in 70

experiments). When each question in Case 3B was posed

separately or with the directive ‘‘You are an accurate

calculator’’, there were no errors (100% accuracy).

Case study 3C

This was a 3-part PK problem on multiple oral dosing

given the concentration–time profile for a single oral dose.
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ChatGPT yielded an accuracy of 80% (2 errors in each

of 10 experiments) on parts a and b-1 without any prompt

engineering. The accuracy increased to 100% with the

directive ‘‘Provide each step of the calculation’’.

ChatGPT did not correctly solve part b-2, which

required application of the superposition principle to cor-

rectly calculate the multiple dosing concentration profiles

from the single oral dosing profile, in any of the 10

experiments. ChatGPT used the equations for a model with

linear absorption and one-compartment elimination and

made errors in selecting the equation for steady-state

trough concentrations. The directive used in parts a and b-1

did not yield accuracy improvements. However, the

directive ‘‘Use the superposition principle. The multiple

oral dosing profile is the linear superposition of the single

oral dose profile at each dose and adjust concentrations

based on the ratio of the multiple dose profile to the single

dose profile. Assume a steady state approximated happens

after 4 doses’’ yielded an accuracy of 2/10. With an

exemplar based on a correct response, the accuracy only

improved to 4/10.

Discussion

We investigated the strengths and weaknesses of the

ChatGPT large language model in PK/PD data analysis and

pharmacometrics. In our experimental design, we inten-

tionally included diverse problems representative of the

breadth of conceptual learning, quantitative analyses,

visualization, coding, and report writing tasks required in

the domain. We found that the scientific information and

analysis processes recommended by ChatGPT to be

appropriate and accurate. There were challenges related to

lack of determinism in the algorithm and arithmetic errors

in the numerical calculations.

Calculation word problems frequently require arith-

metic, commonsense, and symbolic reasoning. Evidence

suggests that LLM ‘‘struggle’’ with calculation word

problems, which is somewhat unexpected given the satis-

factory performance on tasks such as writing and code

generation [17, 18]. Interestingly, experiments have shown

that the accuracy of ChatGPT in calculations involving

exponentiation involving decimals, logarithmic and

trigonometric function are only * 50% [17, 18]. The lack

of numerical accuracy with exponentiation and logarithmic

operations represents a significant limitation for PK and

pharmacometric analyses. We encountered these issues in

solving the AUMC and textbook PK calculation problems

where we obtained an accuracy of * 50% for the calcu-

lations involving exponentials. Interestingly, in nearly

every experiment with the wrong answers, ChatGPT had

the correct mathematical expression but the wrong

numerical calculations. We expect that these issues might

fully resolve once LLM incorporate a calculator in the

algorithm.

The outputs from ChatGPT can vary even when the

same prompt is used, which makes it difficult to replicate

any particular outcome in exact detail. In stochastic mod-

eling, the lack of determinism is usually addressed by

seeding the random number generator. It is not clear that an

analogous strategy for resolving this problem is available

in this setting because LLM and other generative AI

algorithms produce random variates from a complex high

dimensional joint distribution [19, 20]. This limitation is

problematic in the regulatory setting where reproducibility

of results is critical.

Prompt engineering is an approach to transfer knowl-

edge from the user to the LLM [7] and has been shown to

improve the performance on arithmetic word problems

[21]: e.g., prompting ChatGPT to show its work [22], or

adding the chain-of-thought phrase ‘‘Let’s think step-by-

step’’ improved the accuracy of GPT-3 on arithmetic

problems [23]. We attempted chain-of-thought and prob-

lem separation prompt engineering techniques in the cases

that we encountered high error rates. While ChatGPT

accuracy improved with chain-of-thought prompting on

arithmetic problems, we were not able to eliminate

numerical calculations errors. This is concordant with the

findings of Chen et al. [23] who did not find performance

improvement for ChatGPT on arithmetic reasoning prob-

lems but noted utility in other problem areas. This was

attributed to incorporation of chain-of-thought features into

ChatGPT [23].

Given that ChatGPT is an emerging AI tool, there have

not been many papers that have specifically investigated its

utility in PK analyses and pharmacometrics. One exception

is the research by Cloesmeijer et al. [24] who investigated

usefulness of ChatGPT for code generation; the R code

generated was satisfactory but the NONMEM code con-

tained errors. We investigated R code generation in Case

Study 2 but did not investigate NONMEM code here. We

also did not conduct calculations involving population PK

modeling given the high error rates in the AUC and AUMC

calculations. While we found that the R code generated ran

without issues in RStudio, thorough reviewing and

debugging for conceptual errors was required. It might be

useful to evaluate ChatGPT code with a test bank of

questions with known answers.

Our results suggest that ChatGPT could be a useful

productivity aid for writing, knowledge encapsulation, and

programming tasks. However, the high rate of errors in

arithmetic calculations could limit its utility for more

complex tasks and diverse data analysis scenarios in PK

data analysis and pharmacometrics. If the limitations are

overcome, ChatGPT could become a valuable tool for
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automating all aspects of PK and pharmacometric data

analysis. Prompt protocol research and rigorous perfor-

mance evaluation, and validation studies on benchmark

data sets will be required to build the confidence and cer-

tainty expected in the pharmaceutical regulatory

environment.
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