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Issue (on IPPL Github)

Issue: https://github.com/IPPL-framework/ippl/issues/282
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https://github.com/IPPL-framework/ippl/issues/282


Extent of the issue

• The issue was first found on Perlmutter GPUs when using more
than 512 nodes (≈ 2000 GPUs).

→ Fixed by increasing interval between SOLVER SEND and
SOLVER RECV (before: 1000, now: 5000).

→ Branch: scaling study vico paper.

• Happened again on Eiger, when using more than 64 nodes
(64*128 ≈ 8000 MPI ranks).

→ Fixed by increasing interval between SOLVER SEND and
SOLVER RECV (before: 5000, now: 16000).

→ Branch: mpitags fix solverscaling.

• Checked CPU scalings on Perlmutter again.
→ Same issue as Eiger.
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MPI Tags in Solver: Communication
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MPI Tags in Solver: solver send

• BUF MSG = mpi::tag::SOLVER SEND

• id = 0

• i = i

• TAG = mpi::tag::OPEN SOLVER

=⇒ buffer ID = mpi::tag::SOLVER SEND + i

=⇒ tag = mpi::tag::OPEN SOLVER
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MPI Tags in Solver: Receive

=⇒ buffer ID = mpi::tag::SOLVER RECV + myRank

=⇒ tag = mpi::tag::OPEN SOLVER
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MPI Tags in Solver: Summary

• It seems like the problem is actually not the tag itself but the fact
that it is used to get the buffer ID.

• The tag of the messages is always the same
(mpi::tag::OPEN SOLVER).

• From src/Communciate/Buffers.hpp: “If a buffer is requested
with the same ID as a buffer that has been previously allocated,
the same buffer will be used.”

• So probably the issue is that once the buffer ID of the send
overlaps with the receive (i.e. when i > interval size between
mpi::tag::SOLVER SEND and mpi::tag::SOLVER RECV), then
the sending rank writes over a buffer that is actually being used
to receive by another rank. This messes up the communication.
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Testing whether this is the issue

Change the following in solver send:

This means that if

i < mpi::tag:SOLVER RECV,

then there is no problem (and mpi::tag:SOLVER RECV = 25000 so
that is okay for 128*128 ranks ≈ 16’000).

→ This works. Ran 10 jobs with this, all of them ran correctly,
whereas with the original code, 2 out of 5 runs were incorrect.

=⇒ This is indeed the issue.
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