50.785 0.06s

Type: cpu

File: test multidevice

Showing nodes accounting for 6.42s, 80.05% of 8.02s total
Dropped 395 nodes (cum <= 0.045s)
Showing top 80 nodes out of 267

See https://git.io/JfYMW for how to read the graph
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