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Plain Text

Preprocessing

Pending

Pending

Running

Store in Vector Database
Completed

Plain Input text

Create Resource-List

Pending

Embedding
1. Tokenise

2. Token-Embedding

3. Encode
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Plain Text

Similarity-Search

Running

Preprocessing

K-Nearest-
Neighbour-Search 
based on simalarity
metric (e.g. Cosine)

TaskCompetences

NLI – Invert distances of
contradicting matches

AggregateCompleted
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