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What is Cozystack?

® CNCF Sandbox - March 4, 2025
® Nex-gen cloud platform fully based on Kubernetes
® Managed Services with full lifecycle management

® Ready infrastructure stack with minimum dependencies

e Platform framework which can be simple extended with new apps
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Multiple services available with just a click

w8 B B

Managed Kubernetes Managed Databases Virtual Machines Persistent Volumes

T

S3 Storage Load balancers Monitoring and Alerts
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Truly managed Kubernetes

Managing Kubernetes clusters on-premises often is challenging.
We offer a simple, full-featured Kubernetes solution that just works, like in every cloud, but on your bare metal servers.

/[ Load Balancers J

[ Automatic VM provisioning ]x

[ Cluster Autoscaler ] [ Persistent Volumes ]

N\

{ Pre-installed services ] [ Monitoring and Logs ]
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Why Bare Metal Matters

® Bare metal is back — faster, cheaper, sovereign
® Predictable costs, no hidden cloud fees
® Your data, your rules — secure and air-gapped

® Perfect for Al, regulated, and edge workloads
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Why Bare Metal Matters

® Bare metal is back — faster, cheaper, sovereign
® Predictable costs, no hidden cloud fees
® Your data, your rules — secure and air-gapped

® Perfect for Al, regulated, and edge workloads

But rebuilding a cloud-like experience on bare metal... is hard

Not with cozy!
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Introduction

With Cozystack, you can transform your bunch of servers into an intelligent system with a simple REST API for spawning
Kubernetes clusters, Database-as-a-Service, virtual machines, load balancers, HT TP caching services, and other services
with ease.

Marketplace

Monitoring GPU Kubernetes
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Layer 4 Managed Kubernetes Databases-as-a-Service

Kubernetes API

Layer 3 Operators Cluster API Monitoring

Layer 2 Storage Networking Virtualization
LIN - B8 7

I
Layer 1 OS and Hardware ‘& @

Talos Linux

Acnix
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Simple Iinstallation

We significantly simplified the cluster setup, turning the installation process into a simple and enjoyable experience.

srvl srv3

MANAGEMENT

" : DHCP, hbox, -
cowered by ))K( Talos Linux (DHCP, matchbox, talos-bootstrap)
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Marketplace A
Marketplace
EER o
Virtual Machines
Kubernetes
VM Instances
VM Disks
Buckets
PaaS ~
ClickHouse
FerretDB
Kafka
MySQL
NATS
PostgreSQL
RabbitMQ
Redis
MNaasS 0
HTTP Cache
TCP Balancer
VPN
Administration -~

Info

Cluster: default

Available Products

Marketplace

S3 compatible storage

®

Kubernetes
compute

Managed Kubernetes service

=

Redis

cache

Managed Redis service

Namespace: tenant-kvaps

ClickHouse

Managed ClickHouse service

MySQL

database

Managed MariaDB service

TCP Balancer

network

Layer4 load balancer service

FerretDB

database

Managed FerretDB service

N

NATS
messaging

Managed NATS service

Virtual Machine
compute

Virtual Machine (simple)

=

HTTP Cache
cache network

Layer7 load balancer and
caching service

PostgreSQL

database

Managed PostgreSQL service

VM Disk
storage

Virtual Machine disk

@  Edit Mode

g

Kafka
messaging

Managed Kafka service

RabbitMQ
messaging

Managed RabbitMQ service

0

VPN
network

Managed VPN service

kvaps
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Marketplace
Marketplace
laaS
Virtual Machines
Kubernetes
VM Instances
VM Disks
Buckets
PaaS
ClickHouse
FerretDB
Kafka
MySQL
MNATS
PostgreSQL
RabbitMQ
Redis
MaasS
HTTP Cache
TCP Balancer
VPN
Administration

Info

Cluster: default Namespace:

apps.cozystack.io/v1alphal/kuberneteses > Create

OpenAPl  Manual

metadata ~

name

spec ~
storageClass

replicated

version
v1.33

host

nodeGroups ~

md0 ~
minReplicas*
0

maxReplicas*
10

instanceType*

ul.medium

ephemeralStorage*
20Gi

roles

tenant-kvaps
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@ Q Az| kvaps

Create apps.cozystack.io/vialphal/kuberneteses

apiVersion: apps.cozystack.lo/vlalphal

kind: Kubernetes
metadata:
namespace: tenant=kvaps
Spec:
addons:
certManager:
enabled: false
gatewayAPI:
enabled: false
velero:
enabled: false
fluxca:
enabled: false
gpulperator:
enabled: false
ingresshNginx:
enabled: false
exposeMethod: Proxied
monltoringAgents:
enabled: false
controlPlane:
konnectivity:
Server:
resourcesPreset: micro
replicas: 2
scheduler:
resourcesPreset: micro
apiserver:
resourcesPreset: medium
controllerManager:
resourcesPreset: micro
host: "
nodeGroups:
mdo:
instanceType: ul.medium
maxReplicas: 18
minReplicas: @
roles:
— 1ngress—-nginx

ephemeralStorage: 28061
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Robust virtualization system

® Ability to run VMs as pods

® Same ecosystem for containers and VMs | App! | A\pp App

container container

® GPU support for running Al workloads

container container

® Working Kubernetes services and network policies

~ Agent - Agent \:Controller__w API \

Worker Worker Master

powered by v KU bEVirt
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Databases-as-a-Service

Powered by operator approach.
Highly-available by default.
With ultimate bare metal performance

You can simple:
® Create databases
® Manage users and access rights

® Configure automatic backups

® Monitor through the dashboards

® Configure and recieve alerts
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Ready monitoring stack | _ 

® Pre-configured Grafana dashboards w | |

Uptime Current QPS T InnoDB Buffer Pool

source | vm ~ job | app-db instance | All ~

Home > Dashboards » main > Node ¥ g

10.244.3.206:9104

10.244.3.206:9104 60
+Quick CPU [ Mem [ Disk

10.244.5.40:9104

10.244.5.40:9104 60
CPU Busy Sys Load (5m a.. Sys Load (15m RAM Used SWAP Used Root FS Used CPU ...
96 Slave Behind Master Slave_lO_Running Slave_SQL_Running
Root. Slave_IO_Running 10.244.3.206:9104 Slave_SQL_R ing 10.244.3.206:9

216 Gi8 Os

® Enabled automatically for every deployed service

» Basic CPU / Mem / Net / Disk

Siave_I0_Running 10.244.5.40:9104 Y Slave_SQL_Running 10

~ CPU / Memory / Net [ Disk Log position

CPU Memory Stack o

——— S— == = ——— = 486 GiB

I t t d I M (I -d t M t) t . .
2 H 8:45 8
g 1 .
& ~ Connections
20/
MySQL Connections £ MySQL Client Thread Activity
16:3¢ 17:00 17.30 18:00 18:30 19:00 16:30 17:00 17:30 18:0
750 K 30
min max )
L} 5K & 20
- Processes executing in kernel mode 290.45 54916 42478 39775 Apps - Memory used by user-space applications &
250K Ew
’ O e ‘ I I I 0 S a I I eve I l S User - Normal processes executing in user mode 202K 283K 240K 245K PageTables - Memory used to map between virtual and physical memory addresse
0
Nice processes executing in user mode 0.00 0.00 0.00 0.00 Sw ache - Men that keeps track of pages that have b ed from swap 18:45 18:50 18:55 19:00 '} 1510 18:55 15:0C 1905 19:10
== |dle - Waiting for something t 582K BO7K 640K 636K Slab - Memory used by the kernel to cache data structures for its own use {caches min max avg min  max avg
Max Connections 8K BK 8K = Peak Threads Connected 7.00 30.00 2513
Network Traffic Disk Space Used Max Used Conne: 223 223 = Peak Threads Running 800 1700 1068
16Gbfs 466 Gib ~ Table Locks
MySQL Questions ] MySQL Thread Cache
500 Mbis
D 4K 800
~ | & 3K
- s e T — - -3 )
~ 5 2K
= o 186 GiB )
£ -500 Mb/s
9.31 GiB 0 o
18:45 18:5 18:55 19:00 %10 18:55 19:00 19:05 9:10
i o min min
6:30 7:00 17:3¢ 8 19:00 16:30 30 18:00 21K che Size 512.00
min max avg currant 3.206:9104 718 Threads Cached 15500 18300 17187
bond0 639 Mbjs B78Mbjs 734 Mbfs 69.6 Mb/s -
bond? - Receive 387 Mbfs 572 Mb 467 Mbfs 502 Mb/s - Flsmpcrnty Cbjacts
cilium_host - R 0 bis Obls - MySQL Temporary Objects MySQL Select Types
cil Obis Ob/s
150 K
Disk 10ps 1/O Usage Read / Write *
8K fofs 150 MB/s 50
0
8K ofs 18:45 18:50 18:55 18:00 10 18:45 8:50 18:55 9:00 9:05 8:10
£ 4aKic 5
=
= 2Klofs
©
2
o

VICTORIA

powered by METRICS
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Get a ready cluster out-of-nothing in just 30 minutes:

uuID
eZ36ea43-2dc1-43e3-a04a-
e22?714eae3f

CLUSTER cozystack
STAGE

READY

TYPE controlplane

ADDRCONF (NETDEV_CHANGE) :
promiscuous mode

entered promiscuous mode
557e174b3aae_c
kern: in
ADDRCONF (NETDEV_CHANGE) :
ADDRCONF (NETDEU_CHANGE) :

promiscuous mode

1-—— 1

kern: info: [2024-02-21T20:45:50.

ker info: [2024-02-21T

kern: info: [2024-02-21T21:15:03.

[2024-02-21T21:15:03.

kern: info: [2024-02-21T21:15:03.

KUBERNETES
v1.29.0
KUBELET

AP ISERVER

srvl (v1.6.4): uptime 47h9m4?s, 4x3.6GHz, 16 GiB RAM, PROCS 210,

CONTROLLER-MANAGER

srvl

CPU 20.7x,

RAM

100.64.0.3/16,

192.168.100.10,32,
192.168.100.11,24

192.168.100.1

ITY

1.1.1.1,

4£f975f542_h: link becomes read

746277016Z1:
115:03.223106016Z1:
302173016Z1:
31936501621 :

eth link becomes ready
3198530162Z1:

device 6c34f9?5f5427h
device 557e1?74b3aae_h
ethO: renamed from
IPu6:

IPub:

557e174b3aae_h: link becomes ready

Monitorl --—-

ker info: [2024-02-21T21:15:50.680641016Z1:

[F3:

device 557e1?74b3aae_h

Network Configl

8.8.8.8

left

left

srvl (v1.6.4): uptime 47h9m47s,

uuID
eZ36ea43-2dc1-43e3-a04a-
e22?7?714eae3f

CLUSTER cozystack
STAGE

READY

TYPE controlplane

ADDRCONF (NETDEU_CHANGE) : 6c44f975f542_h:
kern: info: [2024-02-21T20:

promiscuous mode

4x3.6GHz,

KUBERNETES

v1.29.

KUBELET

AP ISERVER

CONTROLLER-MANAGER

45:50.746277016Z21:

kern: info: [2024-02-21T21:15:03.223106016Z1:

entered promiscuous mode

kern: info: [2024-02-21T21:15:03.302173016Z1:

557e174b3aae_c

kern: info: [2024-02-21T21:15:03.319365016Z1:
ADDRCONF (NETDEU_CHANGE) : ethO: link
kern: info: [2024-02-21T21:15:03.319853016Z1:

ADDRCONF (NETDEU_CHANGE) : 557e1?74b3aae_h:
[2024-02-21T21:15:50.680641016Z1:

kern: in
promiscuous mode

1-—— 1 1 -—-

[F2: Moni

becomes ready

[F3:

srvl

16 GiB RAM, PROCS 210, CPU 20.7x, RAM

100.64.0.3/16,

192.168.100.10,/32,
192.168.100.11,24

GW 192.168.
CONNE ITY

DNS 1.1.1.1,

link becomes read

device ﬁcz4f9?5f5427h
device 557e174b3aae_h
ethO: renamed from
IPu6:

IPub:

link becomes ready

device 557el174b3aae_h

Network Configl

100.1

8.8.8.8

left

left

srvl (v1.6.4): uptime 47h9m47?s, 4x3.6GHz, 16 GiB RAM, PROCS 210,

uuID
eZ236ea43-2dc1-43e3-a04a-
e22?7?14eae3f

CLUSTER cozystack
STAGE

READY

TYPE controlplane

U 20.7%, RAM

KUBERNETES srvl
vli.29.0 100.64.0.3/16,
KUBELET 192.168.100.10/32,
192.168.100.11,24
GW 192.168.100.1
CONNECTIVITY
CONTROLLER-MANAGER DNS

AP ISERVER

1.1.1.1, 8.8.8.8

ADDRCONF (NETDEVU_CHANGE) : 6c44f975f542_h: link becomes ready

kern: info: [2024-02-21T20
promiscuous mode

kern: info: [2024-02-21T21
entered promiscuous mode
kern: info: [2024-02-21T21
557e174b3aae_c

kern: info: [2024-02-21T21

ADDRCONF (NETDEV_CHANGE) : ethO:

kern: info: [2024-02-21T21

:45:50.746277016Z1: device 6c44f975f542_h left
:15:03.223106016Z1: device 557el1?74b3aae_h
:15:03.302173016Z1: ethO: renamed from
:15:03.319365016Z1: IPvb:

link becomes ready
:15:03.319853016Z1: IPub:

ADDRCONF (NETDEU_CHANGE) : 557e174b3aae_h: link becomes ready

kern: info: [2024-02-21T21
promiscuous mode

:15:50.680641016Z1: device 557e174b3aae_h left

1 — I 1 ——- [F2: Monitor] --- [F3: Network Configl

COZY=TACK
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Simple integration

Cozystack offers a robust, ready-to-use backend for building both public and private clouds, and seamless integration
with your infrastructure.

COZY=TACK
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Easy to extend

Each package in the platform consists of a set of YAML files. Therefore, anyone with some familiarity with Kubernetes
primitives can modify or expand the platform. Delivery of packages to the system is handled by FluxCD, a well-known
and widely used tool in the community.

Kubernetes API:
- Bucket
- Tenant
- Postgres
- Kubernetes
- MySQL
- RabbitMQ
- Redis
- VirtualMachine
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Cost efficient and secure by design

Our unique tenant model enables efficient allocation of cloud resources for the control plane, ensuring
cost-efficiency and the desired level of security

example.org

foo.example.org

‘ e tenant-foo

tenant-bar

bar.foo.example.org

Er
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Integrated ldentity Management

® Create users and manage access rights

= MIKEYCLO
® Assign users to multiple tenants

® [ntegration with LDAP and Active Directory

WETET [

® |[ntegration with known OIDC providers:

Clients

Client scopes

- Realm roles
u BitBucket n Facebook
Users
Groups
() GitHub dy GitLab Sucdlon
Events
G Google BB Microsoft

Configure

powered by Q LOAK

Q, Search group

PO

- Exact search

- -

1-20 =~

cozystack-cluster-admin
tenant-example-admin
tenant-example-super-admin
tenant-example-use
tenant-example-view
tenant-kvaps-admin

tenant-kvaps-super-admin

¢ Groups *» Group details

cozystack-cluster-admin

Child groups Members Att

Add rembar || Include sub-grou

|| 1
—t Name Emz

1

L) denis.seleznev deni

L] klin kklin
J  kvaps kvap
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Fast and reliable storage

® Replication operating directly in the kernel DRBD Diskless NVMe - oF

® Simple design BLOCK TRANSPORT SYSTEMS

® Time-tested technologies DM - Cache

® Ready-to-use configuration | BLOCK STORAGE FEATURES

LVM ZFS

NODE-LEVEL VOLUME MANAGEMENT

HARDWARE

powered by *STOR
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Modern networking fabric

® Multi-tenancy and VPCs (Virtual Personal Networks) LB/BIP/NAT )

® Simple integration with your infrastructure

éﬂ‘t B

® Network offloading with eBPF and SR-10V

O .1
powered by 88? cilium and 5 kube-ovn
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