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Abstract

Around the world, Twitter users generate
about 190 million tweets per day. Within
these tweets lies an enormous amount of
data. Within these is valuable informa-
tion companies want to understand. Syn-
thesizing this much information into rel-
evant, human readable chunks is a valu-
able and necessary step to understanding
the value of Twitter data. Our project goal
is to provide a NLP filter-based framework
to examine streaming and historical twit-
ter data in real-time. Our system is called
dash4twitter, a dashboard built to provide
real-time analytics. This report details our
implementation to generate keywords us-
ing extraction using pointwise mutual in-
formation and front-end development.

1 Introduction

Analysis and visualization for twitter data have be-
come a common practice for industry as well as
academic research. Some are interested in model-
ing user behaviors while others focus on a more
wide-scale study of twitter data. [Perera et al.
(2010) observed the tweeting patterns of users
based on the frequency of tweets and retweets they
post to the president’s twitter account. Their idea
is to characterize a user based on this interaction
data. We found this idea very interesting, how-
ever we would to like to focus on a larger anal-
ysis of tweets. The idea of characterizing twit-
ter users is quite interesting, especially to those
working in industry fields such as advertising. A
common methodology to address this problem is
through sentiment analysis. |Pak and Paroubek
(2010) researched this area by creating a corpus
from tweets into three separate datasets based on
sentiment. Afterwards, they do feature extraction
and sentiment classification through n-grams and
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a naive Bayes classifier, respectively. We find sen-
timent analysis to be a very interesting problem to
research as it provides an effective way to under-
stand massive amounts of data that are becoming
commonplace in our daily lives.

The ability to deduce trending topics from so-
cial media is another area we are interested in re-
searching. [Suh et al. (2010) researched how some
information becomes more widespread than oth-
ers based on retweets. Mendoza et al. (2010)) is a
juxtaposition of |Suh et al. (2010)’s work as they
questioned the reliability of information in tweets
through case studies. In |Marcus et al. (2011),
MacEachren et al. (2011)), and [Earle et al. (2012),
they analyzed world events based on tweets by
analyzing information such as sentiment and im-
plicit and explicit geographical information. Af-
ter that has been completed, the information is vi-
sualized by displaying things such as a time-line
of tweets including the peak activity and common
themes from the tweets. This information could
prove useful to people who would like to under-
stand what is occurring during an event like a nat-
ural disaster. |Mathioudakis and Koudas (2010)
also explores this idea of detecting trends from the
twitter stream through an efficient manner.

This type of analysis is more relevant to what
we are interested in. However, we are less focused
on large, spike events. Rather, we would like
to have the ability to examine twitter data based
on rapidly deployable predefined and user-defined
filters. [Sriram et al. (2010) researched a simi-
lar idea by classifying tweets based on predefined
classes through a simple feature selector. [Hao
et al. (2011) performs sentiment analysis based
on streaming twitter data and generates a visu-
alization of sentiment using a pixel map of the
world. This type of research is what made us inter-
ested in analyzing and developing a visualization
of twitter data which lead to our first iteration of
dash4twitter. Our overall goal is to design a frame-



work so others may be able to improve our classi-
fiers while having an intuitive and modern inter-
face to build upon.

2 Implementation

2.1 Keyword extractor

Using a similar idea from |Sriram et al. (2010),
our framework has been designed to support live,
filter-based analytics centered around the notion of
user directed exploratory search of historical and
temporal data. In addition, we desired to create a
framework for future developers so they may ac-
cess to a modern interface with the ability to easily
integrate more elegant back-end software.

Our first task was to develop functionality
which will, given a word or hashtag, return an or-
dered set of related unigrams and hashtags — gen-
erally, keyword extraction. Our initial approach to
achieve this end was very simple. We began by
counting co-occurrences of words in tweets. For
example, if a tweet consisted of a warm day, the
co-occurrences for warm with day would be in-
cremented by 1, and vice-versa. This approach
seemed to work rather well but was not particular
trustworthy. From manual examination, it seemed
to vary unpredictably with the data and was nat-
urally susceptible to temporal spikes in keyword
frequency which could affect the results long after
a spike had disappeared.

We decided to take a more tested, information
theoretic approach by exchanging our simple co-
occurrence counting method for Pointwise Mutual
Information (PMI, equation 1). We use PMI to
measure the association between a given search
keyword and keywords in the lexicon. Since the
lexicon can become very large, we add an internal
inverted index which maps a word in the lexicon to
all words which it co-occurred with. Using this in-
verted index, we only calculate the PMI between
the search term and words which, at some point,
occurred in the same tweet as the search term.

pmi(x,y) = ZOQ(W) (1)

Because the PMI object simply extracts the
counts for a keywords in a tweet, it is very sim-
ple to update the PMI keyword extractor online.
This functionality will be useful when we imple-
ment streaming.

2.2 Web Framework

To provide an interface for a user to interact with
our keyword extractor, it was necessary for us to
develop a web framework for both the server and
client. We use the Play Framework as a infrastruc-
ture for our server side code such as the twitter
API. We then required the ability to communicate
between the server and client. To accomplish this,
we used WebSockets to consume messages from
the client and respond accordingly. We also utilize
Play to have the server stream tweets via twitter4;.

There are two parts to the Javascript front-end.
The first is the web socket functionality. The web
sockets are used to send messages to the server to
request data and to receive data from the server.
These functions are wrapped around particular
functionality (such as requesting a new tweet be
streamed) to maintina simplicity and readability.
The other functions control formating and dis-
playing the streamed data and maintaining the
dash4twitter GUI interface.

3 Evaluation

Instructions!

Pick the best sentiment based on the following criterion

Strongly positive Select this it he associated data is strongly related to the keyword,
Positive Select this it the associated data is felated (o the keyword
Neutral Select this it the associated data is not applicable to the keyword

Negalive Select this if the associated data does not seem related to the keyword
Strongly negative Select this if the associated data is completely unrelated to the keyword

Judge the sentiment expressed by the following item toward: twitter data

Keyword: google - related hashtags: #darksummoner #palestine #technology #seo #google
#sofabcon #tech #apple #socialmedia #news #android #iphone #teamfollowback #ff

Strongly  Negative Neutral Positive Strongly
negative positive

You must ACCEPT the HIT before you can submit the results.

Figure 1: Example of a sentiment question for a
user on MTurk

As there is no trivial method for testing a frame-
work such as our project, we decided to use man-
ual evaluations based on a survey. We structured
our evaluations based on having workers evaluate
the back-end of the framework through Amazon’s
Mechanical Turk (MTurk). We did a data collec-
tion based on predefined sentiment project they
have available as a template. Figure 2 shows an ex-
ample of how the data is presented to the worker
along with the available options they can choose
from. For each item, the user is shown a keyword
with associated data that has been generated by



our keyword extractor. The associated data can
be either mentions, hashtags, or unigrams. They
are also provided five sentiment choices to select
from. These choices available are strongly nega-
tive, negative, neutral, positive, and strongly pos-
itive. With each choice, there is criteria available
that explains which choice the worker should se-
lect based on on the input. Using PMI, we pre-
pared several keywords with their associated data
beforehand. As we have no knowledge on the
background of the users on MTurk, we selected
general keywords that would hopefully be rele-
vant to a broader range of people. Some examples
of the words we used are “facebook”, ”summer”,
“football”, “playoffs”, and “finance”. A total of
99 items were submitted for evaluation to MTurk.
We requested each of these items to be completed
by ten workers. By the end of the evaluations, we
had 990 responses from our submission.
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Figure 2: Histogram of overall sentiment scores
for mentions
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Figure 3: Histogram of overall sentiment scores
for hashtags
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Figure 4: Histogram of overall sentiment scores
for unigrams

4 Results

Figures 2 through 4 show the evaluations of the
keyword extractor from MTurk workers. For
each category (mentions, hashtags, unigrams),
we summed the responses of each sentiment and
colored the relative sentiments. “Positive” and
”Strongly Positive” are colored green, “Nega-
tive” and “Strongly Negative” are colored red,
and ”Neutral” is colored gray. The keyword
extractor performed well with respect to hash-
tags and mentions, while the unigrams had a
lower performance. There are several possible
reasons why “Neutral” was the highest for each
category. One possibility is because there may
have been no associated data for a given keyword.
More specifically, for some of the predefined
keywords we used, there was occasionally no
hashtags, mentions or unigrams for a given
word. This resulted because we wanted to treat
each query word identically. Another possibility
could have been because of the criterion for
selecting “Neutral” was too vague. Figure 5
shows the current interface for the framework.
The location of this interface can be found at
http://www.cs.utexas.edu/~spryor/
dash4twitter/version[2]/. The user
may enter an arbitrary amount of keywords they
are interested in. Once they press ”Go” or Enter,
four fields labeled as "Keywords”, "Tweets”, and
“Trends” appear beneath the site’s name. Each
of these interactive fields will generate analytics
based on the query of the user based on PMI
running on a twitter stream. The codebase can be
found at https://github.com/spryor/
dashd4twitter.git.


http://www.cs.utexas.edu/~spryor/dash4twitter/version[2]/
http://www.cs.utexas.edu/~spryor/dash4twitter/version[2]/
https://github.com/spryor/dash4twitter.git
https://github.com/spryor/dash4twitter.git

Figure 5: The interface for dash4twitter

5 Future work

While working on this project, there were many
ideas had that we wanted to pursue. Unfortunately,
time constraints prevented us from completing
several of them. We initially were interested in
focusing on generating visualization of twitter an-
alytics. For instance, given a query word from the
user, we wanted to generate a visualization of a
time series analysis of the word based on its oc-
currence in tweets from the stream. This could
provide insight on if an arbitrary word is trending.
Another idea was to provide meta-data along with
the generated data from PMI. This metadata, such
a google search of the data, could help the user de-
termine if the word is indeed related to the query
word. We believe this could be useful because we
had several instances were the generated data ap-
peared unrelated to the query word. For example,
we queried the word ”google” and the keyword ex-
tractor returned palestine”. These two seem unre-
lated, however Google recently recognized Pales-
tine as a state, which was a very popular topic on
Twitter.

6 Conclusion

We have developed an initial web framework
which is based on modern web tools coupled with
an underlying NLP components. Our goal was
to complete the web implementation first so we
could focus on improving the back end. Unfortu-
nately, this proved to be a non-trivial task. By us-
ing the Play Framework, we were backed by good
software but hindered by limited documentation.
A significant amount of time was spent on sim-
ply connecting the server to the client. Once this
was completed, the issue of maintaining a twit-
ter stream while serving clients became a difficult
problem to solve. Overall, a significant amount
of time was spent on building the web framework.

After completion, we began on improving the back
end code. Admittedly, the back end implementa-
tion has much room for improvement. However,
the keyword extractor performed adequately with
respect to the evaluations from MTurk. Although
there are many things we were unable to finish, we
have built a solid foundation for generating twitter
analytics. The framework has been designed so
anyone who is interested can utilize our code for
their own needs while having the support of mod-
ern web software.
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