**Задача.**

Разработать программу численного решения СЛАУ методом Гаусса без выбора ведущего элемента и с выбором ведущего элемента по столбцу. Исходная матрица должна содержать случайные числа из диапазона от -1000 до 1000. Правую часть b задается умножением матрицы A (размера n\*n) на вектор x = (m, m+1, ..., n+m–1): b=A\*x, где m - номер в списке группы. Для оценки погрешности вычислений использовалась евклидова (сферическая норма): ||*x*||2=![](data:image/png;base64,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)=![](data:image/png;base64,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).
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Относительная погрешность ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAA8CAYAAADBqyytAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAIqSURBVHhe7ZrBTcQwEACvAAqAAiiABigA8Ub8qQDxRhSAaIAfVfCACuiABx3QA+zcZSVjJRdvzg5OvCOtLom4OBmvNwF24ziOs0B+os81EN5LtvtyUYm4qESWKupM4kPiZLv3FxcVgKjP7jOmeVFHEi8S7xKnEs/dJ5nFcaV5UYCY+y4eu7iVOJZQZhV1IfEqcbnd26X4twSzyczmxDIWolSQyvo3UVww+wQpfS5xLVECy1hVLj0u6kmC43ccKMiUsaoq5roEdEmUxDoWP1/N6wEzTZqnzDKpzzn2Rbg8YixjjcFYSrh9EHqivhNSL94kShTwmJxjzSqKi72RYCl8SfSleC5yjzWLKFKfwnolwQWHRZPHcE5hpcaaRRSP5rCoau2gcPIozkmpsYZEaR1lTCbDRCxqDfSJYjJ0Qshkcy1sRVQIS5oHh2lptyrqYbeZToui9OFhojVR1KlJL7UtiUKS/nbAU4+XXCeCLEKaRumXaMcZIExDD8dxWkDX+pQ1H35n9TXDRSXiohJxUYm4qERcVCIuKpEhUSlNGM2LQg77BH8LGmrCCL8Tbq8SvcH4RsmasSYMF9Why02XX4yL6tB/bnpGCftEjTVhuCgBMWNNGE2LYpmlNmE0LcrShDEk6qDGilqJRVnoE4VglUx2mhsraiW3qBCWqbmxolZKizI3VtRKSVGTGitqpZQo6tTQi+oiKSEKSatrrMgtiixiW8MbKxzHaZzN5he3sWvhK1ye7gAAAABJRU5ErkJggg==), где ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAARCAYAAADUryzEAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAACFSURBVDhPYxi+wAuItwOxD5jHwGAIxG+AeA8Q84AE8AGQpv9QvBCI7YA4AohJAiBbeoEYZEgxSIAcAHM2zBskA5ArQH4m2wUgv+8GYqICDh2ANCQDMcj5d4FYEoiJAiDnggIvDIhBmkDhcBNKF0LF8AJQdCEHHCwcTgGxKkhgFFAdMDAAALOHFVDe7EKcAAAAAElFTkSuQmCC)– точное решение (*m*, *m*+1, ..., *n*+*m*–1).

**Входные данные.**

n = 1800, m = 4

**Листинг программы.**

*#include* <iostream>

*#include* <vector>

*#include* <stdlib.h>

*#include* <ctime>

*#include* <cmath>

*#include* <chrono>

*#include* <string>

int n;

*// функция генерации матрицы*

std::*vector*<std::*vector*<float>> GenerateMatrix(*const* int size)

{

    std::*vector*<std::*vector*<float>> matrix(size, std::*vector*<float>(size));

*for* (int i = *0*; i < size; ++i)

    {

*for* (int j = *0*; j < size; ++j)

        {

            matrix[i][j] = -*1000.0f* + static\_cast<float>(std::rand()) /

                                          (static\_cast<float>(RAND\_MAX /

                                                              (*2000.0f*)));

        }

    }

*return* matrix;

}

*// фунция создания вектора x*

*#define* M *4*

std::*vector*<int> GetVector(*const* int size)

{

    std::*vector*<int> vector(size);

*for* (int i = *0*; i < size; ++i)

    {

        vector[i] = M + i;

    }

*return* vector;

}

*// функция умножения матрицы на вектор*

template <typename T>

std::*vector*<float> MatrixVectorMultiply(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* std::*vector*<T> *&*vector)

{

*const* int size = vector.size();

    std::*vector*<float> result(size);

*for* (int i = *0*; i < size; i++)

    {

        float sum = *0*;

*for* (int j = *0*; j < size; j++)

        {

            sum += matrix[i][j] \* static\_cast<float>(vector[j]);

        }

        result[i] = sum;

    }

*return* result;

}

*// функция шага прямого хода метода Гауса*

void MakeMove(std::*vector*<std::*vector*<float>> *&*matrix, std::*vector*<float> *&*vector, *const* int k)

{

*// обход всех нижестоящих уравнений системы*

*for* (int i = k + *1*; i < n; i++)

    {

*// получение коэффициента lik*

        float lik = matrix[i][k] / matrix[k][k];

        matrix[i][k] = *0.0*;

*// получение новой системы*

*for* (int j = k + *1*; j < n; j++)

        {

            matrix[i][j] -= lik \* matrix[k][j];

        }

        vector[i] -= lik \* vector[k];

    }

}

*// функция осуществления обратного хода метода Гауса*

std::*vector*<float> GetGaussResult(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* std::*vector*<float> *&*vector)

{

*// создание вектора (x) для хранения результата*

    std::*vector*<float> solution(n);

*// получение элемента xn*

    solution[n - *1*] = vector[n - *1*] / matrix[n - *1*][n - *1*];

*for* (int i = n - *2*; i >= *0*; --i)

    {

*// получение элемента xi*

        float sum = *0.0*;

*for* (int j = i + *1*; j < n; ++j)

        {

            sum += matrix[i][j] \* solution[j];

        }

        solution[i] = (vector[i] - sum) / matrix[i][i];

    }

*// возвращение результата*

*return* solution;

}

std::*vector*<float> GaussWithoutSelectingLeadingElement(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* std::*vector*<float> *&*vector)

{

*// создание копий данных для предотвращения их изменения*

    std::*vector*<std::*vector*<float>> matrixCopy(matrix);

    std::*vector*<float> vectorCopy(vector);

*// проход по каждому уравнению системы*

*for* (int k = *0*; k < n - *1*; ++k)

    {

*// прямой ход метода Гауса для текущего шага*

        MakeMove(matrixCopy, vectorCopy, k);

    }

*// обратный ход метода Гауса и возвращение результата*

*return* GetGaussResult(matrixCopy, vectorCopy);

}

*// функция нахождения максимального по модулю элемента для шага k*

int FindRowWithMaxElement(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* int startRow)

{

*// задание начальных значений*

*const* int k = startRow;

    int maxRowIndex = startRow;

    float maxElement = std::abs(matrix[k][k]);

*// обход нижестоящих уравнений и нахождение в них максимального элемента*

*for* (int i = k + *1*; i < matrix.size(); i++)

    {

        float absElement = std::abs(matrix[i][k]);

*if* (absElement > maxElement)

        {

            maxRowIndex = i;

            maxElement = absElement;

        }

    }

*// возвращение индекса строки с максимальным по модулю элементом*

*return* maxRowIndex;

}

*// функция обмена строк*

void SwapRows(std::*vector*<std::*vector*<float>> *&*matrix, std::*vector*<float> *&*vector, *const* int i, *const* int j)

{

*// смена строк матрицы A*

    std::swap(matrix[i], matrix[j]);

*// смена координат вектора b*

    std::swap(vector[i], vector[j]);

}

*// фукция решения СЛАУ методом Гауса с выбором ведущего элемента*

std::*vector*<float> GaussWithSelectingLeadingElement(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* std::*vector*<float> *&*vector)

{

*// создание копий данных для предотвращения их изменения*

    std::*vector*<std::*vector*<float>> matrixCopy(matrix);

    std::*vector*<float> vectorCopy(vector);

*// проход по каждому уравнению системы*

*for* (int k = *0*; k < n - *1*; k++)

    {

*// получение индекса строки с максимальным по модулю элементом в рамках текущего шага*

*const* int max = FindRowWithMaxElement(matrixCopy, k);

*// перестановка строк*

        SwapRows(matrixCopy, vectorCopy, k, max);

*// прямой ход метода Гауса для текущего шага*

        MakeMove(matrixCopy, vectorCopy, k);

    }

*// обратный ход метода Гауса и возвращение результата*

*return* GetGaussResult(matrixCopy, vectorCopy);

}

*// функция вывода вектора*

template <typename T>

void PrintVector(*const* std::*vector*<T> *&*vector, *const* int numberOfElements = *0*, *const* std::string *&*message = "")

{

*if* (message != "")

    {

        std::cout << message << ' ';

    }

*const* int border = numberOfElements != *0* ? numberOfElements : vector.size();

*for* (int i = *0*; i < border; ++i)

    {

        std::cout << vector[i] << ' ';

    }

    std::cout << '*\n*';

}

*// функция подсчета квадратичной (евклидовой нормы)*

template <typename T>

float CalculateEuclideanNorm(*const* std::*vector*<T> *&*vector)

{

    float sumOfSquares = *0.0*;

*// подсчет суммы квадратов координат вектора*

*for* (auto element : vector)

    {

        sumOfSquares += static\_cast<float>(element \* element);

    }

*// извелечение корня из суммы квадратов и возвращение результата*

*return* std::sqrt(sumOfSquares);

}

*// функция подсчета нормы вектора невязки*

float GetNormOfResidualVector(*const* std::*vector*<std::*vector*<float>> *&*matrix, *const* std::*vector*<float> *&*calculatedVector, *const* std::*vector*<float> *&*f)

{

    std::*vector*<float> ax = MatrixVectorMultiply(matrix, calculatedVector);

*// подсчет вектора f-Ax\**

*for* (int i = *0*; i < n; ++i)

    {

        ax[i] = f[i] - ax[i];

    }

*// подсчет нормы вектора и возвращение результата*

*return* CalculateEuclideanNorm(ax);

}

*// функция подсчета относительной погрешности*

float GetRelativeError(*const* std::*vector*<int> *&*originalVector, *const* std::*vector*<float> *&*calculatedVector)

{

    std::*vector*<float> temp(n);

*// подсчет вектора x-x\**

*for* (int i = *0*; i < n; ++i)

    {

        temp[i] = originalVector[i] - calculatedVector[i];

    }

*// подсчет норм и возвращение результата*

*return* CalculateEuclideanNorm(temp) / CalculateEuclideanNorm(originalVector);

}

int main()

{

    std::ios\_base::sync\_with\_stdio(*false*);

    std::cin.tie(*nullptr*);

    std::srand(static\_cast<unsigned int>(std::time(*nullptr*)));

*// ввод данных*

    std::cin >> n;

*// генерация задачи*

*const* std::*vector*<std::*vector*<float>> matrix = GenerateMatrix(n);

*const* std::*vector*<int> vector = GetVector(n);

*const* std::*vector*<float> b = MatrixVectorMultiply(matrix, vector);

    std::chrono::high\_resolution\_clock::time\_point start = std::chrono::high\_resolution\_clock::now();

*// использование метода Гауса без выбора главного элемента*

*const* std::*vector*<float> res1 = GaussWithoutSelectingLeadingElement(matrix, b);

    std::chrono::high\_resolution\_clock::time\_point end = std::chrono::high\_resolution\_clock::now();

*const* int time1 = std::chrono::duration\_cast<std::chrono::milliseconds>(end - start).count();

    start = std::chrono::high\_resolution\_clock::now();

*// использование метода Гауса с выбором главного элемента*

*const* std::*vector*<float> res2 = GaussWithSelectingLeadingElement(matrix, b);

    end = std::chrono::high\_resolution\_clock::now();

*const* int time2 = std::chrono::duration\_cast<std::chrono::milliseconds>(end - start).count();

*// вывод результатов*

    PrintVector(vector, *5*, "Original vector x:");

    PrintVector(res1, *5*, "Vector x calculated without selecting leading element:");

    PrintVector(res2, *5*, "Vector x calculated with selecting leading element:");

*// подсчет и вывод нормы ветора невязки*

    std::cout << "Norm of residual vector (result calculated without selecting leading element): " << GetNormOfResidualVector(matrix, res1, b) << '*\n*';

    std::cout << "Norm of residual vector (result calculated with selecting leading element): " << GetNormOfResidualVector(matrix, res2, b) << '*\n*';

*// подсчет и вывод относительной погрешности*

    std::cout << "RelativeError (result calculated without selecting leading element): " << GetRelativeError(vector, res1) << '*\n*';

    std::cout << "RelativeError (result calculated with selecting leading element): " << GetRelativeError(vector, res2) << '*\n*';

*// вывод времени выполнения*

    std::cout << "Time (result calculated without selecting leading element): " << time1 << "ms*\n*";

    std::cout << "Time (result calculated with selecting leading element): " << time2 << "ms*\n*";

*return* *0*;

}

**Выходные данные.**

Original vector x: 4 5 6 7 8

Vector x calculated without selecting leading element: 101.301 -173.892 623.776 73.9223 238.203

Vector x calculated with selecting leading element: 3.92072 9.51459 13.5079 4.34584 9.22229

Norm of residual vector (result calculated without selecting leading element): 4.22546e+07

Norm of residual vector (result calculated with selecting leading element): 48216.3

RelativeError (result calculated without selecting leading element): 0.363054

RelativeError (result calculated with selecting leading element): 0.0066961

Time (result calculated without selecting leading element): 29404ms

Time (result calculated with selecting leading element): 32436ms

**Выводы.**

Метод Гаусса является неустойчивым по входным данным: в случае относительной малости главного элемента процесс вычислений приводит к сильному накоплению погрешностей. В то же время метод Гаусса с выбором ведущего элемента является устойчивым.