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**Объект исследования:** блочный параллельный итерационный алгоритм численного решения задачи Дирихле для уравнения Пуассона.

**Цель работы:** исследование, реализация и анализ эффективности параллельных алгоритмов решения задачи Дирихле для уравнения Пуассона.

**Методы работы:** вычислительные эксперименты на многоядерном процессоре.

**В результате** проведенной работы были исследован и реализован на многоядерном процессоре блочный параллельный итерационный алгоритм численного решения задачи Дирихле для уравнения Пуассона, и сделан вывод о его эффективности.

# ПАРАЛЛЕЛЬНЫЕ АЛГОРИТМЫ ШАБЛОННЫХ ВЫЧИСЛЕНИЙ

Многие алгоритмы численного решения уравнений математической физики, как и другие вычисления с использованием шаблонов, характеризуются обновлением точек сетки с использованием соседних точек. В этом материале представлены некоторые современные подходы распараллеливания и улучшения локальности широкого класса алгоритмов шаблонных вычислений. Исследуется применение тайлинга (т.е. применение разбиения на макрооперации-тайлы) и аффинных преобразований. Тайлинг и аффинные преобразования являются важнейшими преобразованиями получения параллельных версий алгоритмов для эффективной реализации на многоядерных вычислительных системах различной архитектуры.

В качестве основного примера для демонстрации способов распараллеливания и улучшения локальности алгоритмов будем рассматривать алгоритм зейделевского типа численного решения двумерной задачи Дирихле для уравнения Пуассона.

## Итерационные процессы для решения разностной задачи Дирихле

Рассмотрим двумерную задачу Дирихле для уравнения Пуассона, описывающую стационарное распределение тепла в прямоугольной области *G=*[0<*x*1<*l*1]×[0<*x*2<*l*2] с границей Г:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAHgAQBCQAAAAAwXQEACQAAA7oCAAAEAM0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABKAHCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///6X///9gBwAAJQQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAkACQAAFAAAAEwJAAnMCBQAAABQCQALwAwUAAAATAkACIwYFAAAACQIAAAACBQAAABQCBAEkARwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBc1BgA2JQYdoABHHZVG2YsBAAAAC0BAQAKAAAAMgoAAAAAAgAAADIysAO8AQUAAAAUAh4DzgEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2VRtmLAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAADIysAO8AQUAAAAUAi0EpQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2VRtmLAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAADEyxAO8AQUAAAAUArABmgEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2VRtmLAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAHV1sAMAAwUAAAAUAsoDDQEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2VRtmLAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAHh4sAMAAwUAAAAUArABUAAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdo0aCluYUm8AXNQYANiUGHaAARx2VRtmLAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAALa2sAMAAwUAAAAUAqACyAIKAAAAMgoAAAAAAgAAACs9xAMAAwUAAAAUAsoDUgAKAAAAMgoAAAAAAgAAALa2sAMAA80AAAAmBg8AjwFBcHBzTUZDQwEAaAEAAGgBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAMACwAAAQACBIYCIrYDABwAAAsBAQEAAgCIMgAAAAoCAIN1AAABAAIEhgIitgIAg3gAAwAdAAALAQACAIgxAAABAAIAiDIAAAAAAAoCBIYrACsDAAsAAAEAAgSGAiK2AwAcAAALAQEBAAIAiDIAAAAKAgCDdQAAAQACBIYCIrYCAIN4AAMAHQAACwEAAgCIMgAAAQACAIgyAAAAAAAKAgSGPQA9AAAGCgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AAFUbZiwAAAoAKACKAwAAAAD/////jN4YAAQAAAAtAQMABAAAAPABAgADAAAAAAA=)–*f*(*x*1,*x*2), (*x*1,*x*2)![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yUAAAAAAQAAZQEAAAUAAAAJAgAAAAIFAAAAFAIAARAAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbjGApq2FJvAOTXGADYlBh2gAEcdtsYZq8EAAAALQEAAAkAAAAyCgAAAAABAAAAznkAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhggizgAAAgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAADbGGavAAAKACgAigMAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)*G*,

*u*(*x*1,*x*2)|Г*=*μ(*x*1,*x*2).

Для численного решения задачи введем в области *G+*Г сетку узлов

{*ih*1*, i=*0,1,…,*Nx*, *Nxh*1*=l*1, *jh*2*, j=*0,1,…,*Ny*, *Nyh*2*=l*2}.

Используя пятиточечный шаблон «крест» для вычисления значений производных и сеточное представление функций, запишем разностную задачу Дирихле:

![](data:image/x-wmf;base64,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), *i=*1,…,*Nx–*1, *j=*1,…,*Ny–*1,

*y*|γ*h=*μ(*x*1,*x*2)|γ*h*,

где γ*h* – граничные узлы (кроме угловых узлов, они схемой не используются).

Записанную систему линейных алгебраических уравнений относительно неизвестных *yi,j* обычно решают итерационными методами. Перед началом вычислений нужно задать начальное (например, нулевое) приближение ![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAAxYCAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0ACUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEAAAkAAAAyCgAAAAABAAAAMHm8AQUAAAAJAgAAAAIFAAAAFAIDAl0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAAsoMIAvAEFAAAACQIAAAACBQAAABQCAwINARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBc1BgA2JQYdoABHHZgG2ZsBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAaaC8AQUAAAAJAgAAAAIFAAAAFAIDAsQBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABqoLwBBQAAAAkCAAAAAgUAAAAUAqABYgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2YBtmbAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHmgAAOWAAAAJgYPACIBQXBwc01GQ0MBAPsAAAD7AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I8h9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN5AAMAHQAACwEAAgCDaQAQAAAAAAAAAA8BAgCCLAACAINqAAIAgqAAAA8AAQACAIgwAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQBsYBtmbAAACgAoAIoDAAAAAAEAAACM3hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) во внутренних точках сетки и заполнить значения ![](data:image/x-wmf;base64,183GmgAAAAAAAIACgAICCQAAAAATXgEACQAAAxYCAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0ACUBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEAAAkAAAAyCgAAAAABAAAAMHm8AQUAAAAJAgAAAAIFAAAAFAIDAl0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAAsoMIAvAEFAAAACQIAAAACBQAAABQCAwINARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBc1BgA2JQYdoABHHZgG2ZsBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAaaC8AQUAAAAJAgAAAAIFAAAAFAIDAsQBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAFzUGADYlBh2gAEcdmAbZmwEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABqoLwBBQAAAAkCAAAAAgUAAAAUAqABYgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AXNQYANiUGHaAARx2YBtmbAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHmgAAOWAAAAJgYPACIBQXBwc01GQ0MBAPsAAAD7AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I8h9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN5AAMAHQAACwEAAgCDaQAQAAAAAAAAAA8BAgCCLAACAINqAAIAgqAAAA8AAQACAIgwAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQBsYBtmbAAACgAoAIoDAAAAAAEAAACM3hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) в граничных узлах точными значениями μ*i,j*.

Итерационный процесс Якоби имеет следующий вид:
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*i=*1,…,*Nx–*1, *j=*1,…,*Ny–*1, *l=*0, 1, …

Основная часть псевдокода процесса Якоби (*h*1*=h*2*=h*):

do *l =* 1, *rit* // *rit* – некоторое фиксированное число итераций

do *i =* 1, *Nx–*1 // *Nx–*1 – число строк матрицы, задающей

внутренние узлы сетки

do *j =* 1,*Ny–*1 // *Ny–*1 – число столбцов матрицы, задающей

внутренние узлы сетки

*u*(*i*,*j*)*=*0,25(*low*(*i*–1,*j*)*+low*(*i*,*j–*1)*+low*(*i*,*j+*1)*+low*(*i+*1,*j*))*+h*2*f*(*i*,*j*)

enddo

enddo

do *i =* 1, *Nx–*1

do *j =* 1,*Ny–*1

*low*(*i*,*j*)*=u*(*i*,*j*)

enddo

enddo

enddo

Итерационный процесс Зейделя имеет следующий вид:
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Основная часть псевдокода процесса Зейделя (*h*1*=h*2*=h*):

do *l =* 1, *rit*

do *i =* 1, *Nx–*1

do *j =* 1,*Ny–*1

*u*(*i*,*j*)*=*0,25(*u*(*i*–1,*j*)+*u*(*i*,*j–*1)+*u*(*i*,*j+*1)+*u*(*i+*1,*j*))*+h*2*f*(*i*,*j*) (1)

enddo

enddo

enddo

Метод Зейделя является частным случаем более употребительного на практике метода верхней релаксации (SOR). Основную часть численного решения двумерной задачи Дирихле для уравнения Пуассона методом верхней релаксации можно представить в следующем виде:

do *l =* 1, *rit* // *rit* – некоторое фиксированное число итераций

do *i =* 1, *Nx–*1 // *Nx–*1 – число строк матрицы, задающей

внутренние узлы сетки

do *j =* 1,*Ny–*1 // *Ny–*1 – число столбцов матрицы, задающей

внутренние узлы сетки

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*)) (2)

enddo

enddo

enddo

Все зависимости алгоритма, задаваемого гнездом циклов (2), являются однородными и выражаются векторами зависимостей (0,1,0), (0,0,1), (1,0,0), (1,0,*–*1), (1,*–*1,0) (рис. 1). В случае метода Зейделя вектор истинных зависимостей (1,0,0) отсутствует.

*l*

*j*

*i*

Рисунок 1. Схематичное изображение зависимостей алгоритма (2).

Отметим одну особенность шаблонных вычислений. Итерационные алгоритмы (параметр внешнего цикла является номером итерации) требуют после некоторого количества слоев-итераций (возможно, после каждой итерации) оценить погрешность, связанную со сходимостью процесса. Если внешний цикл задает временной слой, то после некоторого количества слоев (возможно, после каждого) может потребоваться пересчет временного шага. Некоторое внимание этому аспекту процесса вычислений будет далее уделено.

Отметим еще одну особенность шаблонных вычислений. В приведенных последовательных алгоритмах при вычислении нового значения *u*(*i*,*j*) используются или значения, полученные на предыдущей итерации (алгоритмы типа Якоби), или вполне конкретные значения, полученные как на предыдущей, так и на текущей итерации (алгоритмы зейделевского типа). При параллельных реализациях возможно использование значений, полученных на предыдущей и на текущей итерации, но не обязательно указанных на какой из них. Такого типа параллельные сеточные алгоритмы называются алгоритмами хаотической релаксации (chaotic relaxation) [1,2].

## Тайлинг. Тайлинг с перекрытием вычислений

Тайлинг (выделение макроопераций для получения алгоритмов блочного типа) применяется для построения эффективных параллельных алгоритмов и для уменьшения накладных расходов на использование иерархической памяти. Основные понятия тайлинга будем предполагать известными [3–6]. В этом разделе для случая двумерного гнезда циклов проиллюстрируем технику тайлинга и введем понятие тайлинга с перекрытиями.

Рассмотрим двумерный цикл следующего вида:

do *i =* 1*, M*

do *j =* 1*, N*

\\\ Вычисления итерации (*i,j*)

enddo

enddo

Если множество итераций {(*i,j*)| 1≤*i*≤*M*, 1≤*j*≤*N*} разбить на некоторые блоки, то множество операций также разобьется на блоки-макрооперации. Процесс разбиения называется тайлингом, а блоки итераций и макрооперации называют тайлами. Опишем процесс разбиение на блоки (тайлы).

Пусть размер блока итераций равен *r*1×*r*2, 1≤*r*1≤*M*, 1≤*r*2≤*N*. Обозначим *Q*1![](data:image/x-wmf;base64,183GmgAAAAAAAMAEwAQBCQAAAAAQXgEACQAAAyMCAAAEAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALABMAECwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///6v///+ABAAAawQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAmACHwIFAAAAEwJgAs0DBQAAAAkCAAAAAgUAAAAUAk0E5AIcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYANiUmnWAAZ51dBVm4gQAAAAtAQEACQAAADIKAAAAAAEAAAAxebwBBQAAABQC0AFCAhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgA2JSadYABnnV0FWbiBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAATXkAAwUAAAAUAuoDjwIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYANiUmnWAAZ51dBVm4gQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHJ5AAMFAAAAFAK9AXMBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHUhGgpA4CSCAMjZGADYlJp1gAGedXQVZuIEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAADp+XYCAAMFAAAAFALAAjsACQAAADIKAAAAAAEAAAA9+QADBQAAABQCMgNzAQoAAAAyCgAAAAACAAAA6vp2AgADBQAAABQCTgRzAQoAAAAyCgAAAAACAAAA6vp2AgADmwAAACYGDwAsAUFwcHNNRkNDAQAFAQAABQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSGPQA9AwAHAwABAAMACwAAAQACAINNAAABAAIAg3IAAwAbAAALAQACAIgxAAABAQAAAAAKAgCW7vgCAJb5+AAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAB0FWbiAAAKAC4AigMAAAAA//////zjGAAEAAAALQEDAAQAAADwAQIAAwAAAAAA), *Q*2![](data:image/x-wmf;base64,183GmgAAAAAAAIAEwAQACQAAAABRXgEACQAAAyMCAAAEAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALABIAECwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///6v///9ABAAAawQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAmACHwIFAAAAEwJgAoUDBQAAAAkCAAAAAgUAAAAUAk0EwgIcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYANiUmnWAAZ51IRpmqQQAAAAtAQEACQAAADIKAAAAAAEAAAAyebwBBQAAABQC0AFHAhwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDI2RgA2JSadYABnnUhGmapBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAATnkAAwUAAAAUAuoDWQIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AyNkYANiUmnWAAZ51IRpmqQQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHJ5AAMFAAAAFAK9AXMBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWzGQpn4CSCAMjZGADYlJp1gAGedSEaZqkEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAADp+S4CAAMFAAAAFALAAjsACQAAADIKAAAAAAEAAAA9+QADBQAAABQCMgNzAQoAAAAyCgAAAAACAAAA6vouAgADBQAAABQCTgRzAQoAAAAyCgAAAAACAAAA6vouAgADmwAAACYGDwAsAUFwcHNNRkNDAQAFAQAABQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSGPQA9AwAHAwABAAMACwAAAQACAINOAAABAAIAg3IAAwAbAAALAQACAIgyAAABAQAAAAAKAgCW7vgCAJb5+AAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAhGmapAAAKAC4AigMAAAAA//////zjGAAEAAAALQEDAAQAAADwAQIAAwAAAAAA) и преобразуем каждый цикл в двухуровневую циклическую конструкцию:

do *igl=* 0, *Q*1–1

do *i =* 1 + *iglr*1, min((*i gl*+1)*r*1, *M*)

do *jgl=* 0, *Q*2–1

do *j =* 1 + *jglr*2, min((*jgl*+1)*r*2, *N*)

\\ Вычисления итерации (*i,j*)

enddo

enddo

enddo

enddo

Выделим тайлы вычислений:

do *igl=* 0, *Q*1–1

do *jgl=* 0, *Q*2–1

Tile(*igl,jgl*)

enddo

enddo

Один тайл вычислений Tile(*igl,jgl*) составляют вычисления

do *i =* 1 + *iglr*1, min((*i gl*+1)*r*1, *M*)

do *j =* 1 + *jglr*2, min((*jgl*+1)*r*2, *N*)

\\ Вычисления итерации (*i,j*)

enddo

enddo

Тайлы Tile(*igl,jgl*), для которых выполняется хотя бы одно из равенств *igl=*0, *jgl=*0, *igl=Q*1–1, *jgl=Q*2–1, называются граничными.

Рассмотрим теперь тайлинг с перекрытием вычислений (overlapped tiling) [7, 8]. Тайлинг с перекрытием (тайлинг с дублированием некоторых вычислений), организованный на одном или нескольких итерационных (или временных) слоях, позволяет все вычисления расширенных тайлов производить без обращения к результатам вычислений других тайлов этих слоев.

Пусть производятся вычисления в ячейках (*i,j*), 1≤*i*≤*M*, 1≤*j*≤*N*. Введем в рассмотрение блоки вычислений, имеющие перекрытие. Ячейки (*i,j*), 1+*iglr*1≤*i*≤min((*igl*+1)*r*1, *M*), 1+*jglr*2≤*j*≤min((*jgl*+1)*r*2, *N*) каждого блока (тайла) вычислений Tile(*igl,jgl*) назовем основными. К основным ячейкам добавим смежные ячейки соседних блоков: (*iglr*1*,j*), (1+(*igl*+1)*r*1*,j*), где *jglr*2≤*j*≤1+(*jgl*+1)*r*2; (*i,jglr*2), (*i,*1+(*jgl*+1)*r*2), где *iglr*1≤*i*≤1+(*igl*+1)*r*1. Ячейки (*iglr*1*,jglr*2), (1+(*igl*+1)*r*1*, jglr*2), (1+(*igl*+1)*,jglr*2), (1+(*igl*+1)*,*1+(*jgl*+1)*r*2) назовем угловыми. Добавление смежных с какой-либо границей блока ячеек не происходит, если эта граница является границей сетки. К левой границе добавление не происходит при *igl=*0, к нижней границе добавление не происходит при *jgl=*0, к правой границе добавление не происходит при *igl=Q*1–1, к верхней границе добавление не происходит при *jgl=Q*2–1.

Таким образом, к *r*1×*r*2основнымячейкам блока добавляются так называемые гало-ячейки (halo – нимб). Если ячейки не являются границей сетки, то добавляются 2*r*1+2*r*2+4 ячеек, смежных основнымячейкам. Не граничные блоки вычислений (не граничные гало-тайлы) содержат (*r*1+2)×(*r*2+2) ячеек. Вычисления одного гало-блока (гало-тайла) с перекрытиями Tilehalo(*igl,jgl*) можно записать следующим образом:

do *i =* max(*igl r*1, 1), min(1+(*igl*+1)*r*1, *M*)

do *j =* max(*jgl r*2, 1), min(1+(*jgl*+1)*r*2, *N*)

\\\ Вычисления ячейки (*i,j*)

enddo

enddo

Границей гало-тайлов являются ячейки (*iglr*1*,j*), (1+(*igl*+1)*r*1*,j*), где *jglr*2≤*j*≤1+(*jgl*+1)*r*2, а также ячейки (*i,jglr*2), (*i,*1+(*jgl*+1)*r*2), где *iglr*1≤*i*≤1+(*igl*+1)*r*1. Назовем эту границу границей 1. Если требуется, можно гало-тайлы расширить. Назовем границей 2 гало-тайлов ячейки (*iglr*1–1*,j*), (2+(*igl*+1)*r*1*,j*), где *jglr*2–1≤*j*≤2+(*jgl*+1)*r*2, а также ячейки (*i,jglr*2–1), (*i,*2+(*jgl*+1)*r*2), где *iglr*1–1≤*i* ≤2+(*igl*+1)*r*1.

Если множество итераций имеет вид {(*i,j*)| 1≤*i*≤*M*, 1≤*j*≤*N*}, то один гало- -тайл Tilehalo(*igl,jgl*) с границей 1 и границей 2 составляют вычисления

do *i =* max(*iglr*1–1, 1), min(2+(*igl*+1)*r*1, *M*)

do *j =* max(*jglr*2–1, 1), min(2+(*jgl*+1)*r*2, *N*)

\\\ Вычисления ячейки (*i,j*)

enddo

enddo

Назовем размером перекрытия максимальное количество строк (столбцов) граничных ячеек гало-тайла, смежных каждой из четырех сторон основныхячеек. Один гало-тайл вычислений Tilehalo(*igl,jgl*) с размером перекрытия *mover* составляют вычисления

do *i =* max(*iglr*1–*mover+*1, 1), min(*mover*+(*igl*+1)*r*1, *M*)

do *j =* max(*jglr*2–*mover+*1, 1), min(*mover*+(*jgl*+1)*r*2, *N*)

\\\ Вычисления ячейки (*i,j*)

enddo

enddo

## Улучшение локальности с использованием техники аффинных преобразований и тайлинга

В алгоритме (2) на всех вхождениях имеется пространственная локальность (предполагается, что хранение в памяти элементов массивов осуществляется по строкам). В то же время, есть следующая несогласованность использования кэш-линеек, порождаемых вхождениями *u*(*i*,*j*), *u*(*i*–1,*j*), *u*(*i+*1,*j*).

Пусть *Ny* достаточно большое. Тогда при фиксированных *i* и *j* множества элементов трех кэш-линеек, содержащих *u*(*i*,*j*), *u*(*i*–1,*j*), *u*(*i+*1,*j*), не пересекаются. Если увеличить *i* на единицу, то в двух из трех линеек содержимое уже побывало в кэше, но к моменту нового использования из кэша исчезло и требует новой загрузки из оперативной памяти. Кроме того, на каждой новой итерации *l* обновленные элементы массивов снова будут загружаться в кэш.

Предложим такие модификации алгоритма (2), в которых данные, загружаемые в кэш, будут использоваться на разных вхождениях согласованно. Для этого будем использовать тайлинг. Тайлинг является универсальным способом улучшения локальности данных.

Для осуществления тайлинга трехмерного (как в рассматриваемом случае) гнезда циклов надо выбрать три семейства гиперплоскостей и разбить итерационное пространство на макрооперации-тайлы. Семейства гиперплоскостей должны быть такими, чтобы макрооперации могли выполняться атомарно, как одна единица вычислений (допустимость тайлинга). Для генерации кода применяется предварительное аффинное преобразование итерационного пространства, при котором гиперплоскости, ограничивающие тайлы, становятся параллельными координатным плоскостям; далее применяется стандартная техника преобразования каждого цикла в двумерную циклическую конструкцию.

## Блочный алгоритм, использующий тайлинг с перекрытиями.

Применим к алгоритму (2) тайлинг с перекрытиями размера *mover*: применим тайлинг по трем координатам и на каждой итерации *l* припишем тайлам примыкающие к каждой из их границ продублированные *mover* итераций *i* или *j*. Зернистый алгоритм с перекрытиями можно представить следующим образом:

do *lgl*= 0, *Q*1–1

do *igl=* 0, *Q*2–1

do *jgl=* 0, *Q*3–1

// Начало тайла с перекрытиями Tilehalo(*lgl,igl,jgl*)

do *l=* (1+*lglr*1),min((*lgl*+1)*r*1, *rit*)

do *i =* max(*iglr*2–*mover+*1, 1),min(*mover*+(*igl*+1)*r*2, *Nx*–1)

do *j =* max(*jglr*3–*mover+*1, 1),min(*mover*+(*jgl*+1)*r*3, *Ny*–1)

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*))

enddo

enddo

enddo

// Конец тайла с перекрытиями Tilehalo(*lgl,igl,jgl*)

enddo

enddo

enddo
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Зависимости алгоритма (2) задаются векторами зависимостей (0,1,0), (0,0,1), (1,0,0), (1,0,*–*1), (1,*–*1,0). Для осуществления обычного (т.е. без перекрытий) тайлинга приходилось производить такое предварительное аффинное преобразование, чтобы все координаты векторов зависимостей стали неотрицательными. Это приводило к скашиванию циклов и, как следствие, к усложнению кода.

Тайлинг с перекрытиями осуществляется без скашивания циклов, но для граничных ячеек тайла требуется использовать значения *u*(*i*,*j*), полученные на предыдущей, но не на текущей, итерации. Поэтому гало-тайлы имеют дополнительные операции, порождаемые векторами зависимостей (1,1,0), (1,0,1), используемыми вместо (0,1,0), (0,0,1); единичные, а не нулевые первые координаты векторов означают использование данных с предыдущей итерации. Эти дополнительные операции составляют левую и нижнюю границы гало-тайлов. Правую и верхнюю границы гало-тайлов составляют дополнительные операции, порождаемые векторами зависимостей (1,*–*1,0), (1,0,*–*1).

Отметим, что в представленном виде гало-тайлы имеют избыточные операции помимо необходимых для гало-тайлинга дополнительных операций. Рассмотрим, например, гало-тайлы с перекрытиями размера 2 (*mover=*2). В этом случае гало-тайлы имеют три яруса вычислений.

На ярусе 3 для дальнейшего использования необходимы только вычисления в основных ячейках (*i,j*), 1+*iglr*1≤*i*≤min((*igl*+1)*r*1, *Nx–*1), 1+*jglr*2≤*j*≤min((*jgl*+1)*r*2, *Ny–*1).

На ярусе 2 необходимы вычисления, требуемые на ярусе 1 гало-тайла: вычисления в основных ячейках и на границах 1 гало-тайла; в угловых ячейках границы 1 вычислений не требуется.

На ярусе 1 необходимы вычисления, требуемые на ярусе 2 гало-тайла. Вычисления должны осуществляться в основных ячейках и на границах 1 и 2 гало-тайла (но в пределах 1≤*i*≤*Nx–*1, 1≤*j*≤*Ny–*1); в угловых ячейках границы 2 вычислений не требуется. Для вычислений требуются три (с каждой из четырех сторон тайла) дополнительные строки или столбца массива *u*(*i*,*j*), вычисленного на предыдущей, или заданной на нулевой, итерации.

Учет избыточных вычислений усложняет запись алгоритма условиями, при которых эти вычисления не требуются. Далее будем допускать указанные не обязательные вычисления.

Таким образом, алгоритм с перекрытиями, реализующий модифицированный (добавлены операции) алгоритм (2), можно представить следующим образом:

do *lgl*= 0, *Q*1–1

do *igl=* 0, *Q*2–1

do *jgl=* 0, *Q*3–1

Tilehalo(*lgl,igl,jgl*) (5)

enddo

enddo

enddo

Tilehalo(*lgl,igl,jgl*):

do *l=* (1+*lglr*1),min((*lgl*+1)*r*1, *rit*)

do *i =* max(*iglr*2–*mover+*1, 1),min(*mover*+(*igl*+1)*r*2, *Nx*–1)

do *j =* max(*jglr*3–*mover+*1, 1),min(*mover*+(*jgl*+1)*r*3, *Ny*–1)

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*)) (6)

enddo

enddo

enddo

Каждый гало-тайл выполняет вычисления в основных ячейках и на четырех границах (с левой, верхней, правой, нижней стороны). Наличие векторов зависимостей (1,1,0), (1,0,1), (1,*–*1,0), (1,0,*–*1) приводит к тому, что если используется перекрытие размера *mover*, то перекрытие такого размера должно быть с каждой из четырех сторон и должно выполняться *r*1*=mover+*1. С каждой стороны требуются *mover+*1 дополнительная строка или столбец массива *u*(*i*,*j*), вычисленного на предыдущей итерации (или заданного на нулевой итерации). Перекрытия вычислений не должны приводить к большим накладным расходам, поэтому разумно предположить, что размер перекрытия меньше размеров тайла: *mover*<*r*2, *mover*<*r*3.

# Параллельные алгоритмы для реализации на многоядерных компьютерах с общей памятью

В этом разделе представлены параллельные алгоритмы численного решения двумерной задачи Дирихле для уравнения Пуассона. Алгоритмы можно использовать для OpenMP-реализаций на многоядерном CPU. Первый алгоритм, назовем его точечным параллельным алгоритмом, задает независимые вычисления в ячейках 2D расчетной сетки. Второй алгоритм, блочного типа, задает скошенный параллелизм уровня тайлов. Третий алгоритм также имеет блочный тип и использует блоки с перекрытием (блоки с избыточными вычислениями); каждый блок охватывает несколько ярусов и организован таким образом, что все вычисления блока можно производить независимо, без обращения к результатам вычислений других многоярусных блоков.

## Точечный параллельный алгоритм.

Наиболее простой параллельный алгоритм для реализации на многоядерных компьютерах с общей памятью можно получить, если считать, что на каждой итерации происходят независимые вычисления в ячейках 2D расчетной сетки:

do *l =* 1, *rit*

dopar *i =* 1, *Nx–*1

dopar *j =* 1,*Ny–*1

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*))

enddopar

enddopar

enddo

Для получения потоков (нитей) вычислений используются параллельные циклы алгоритмов. На каждой текущей итерации *l* можно вычисления в ячейке (*i,j*) выполнять независимо от вычислений в других ячейках*,* если допустить использование как обновленных, так и полученных на предыдущей итерации элементов массива *u*.

В работе [1, подраздел 11.2] рассматриваются проблемы организации потоков вычислений, связанные с оценкой погрешности такого итерационного процесса.

## Блочный параллельный алгоритм, использующий тайлинг с перекрытиями.

Алгоритм (5), реализующий модифицированный алгоритм (2), можно для каждого параметра *lgl* внешнего цикла представить независимо выполняемыми гало-тайлами:

do *lgl*= 0, *Q*1–1

dopar *igl=* 0, *Q*2–1

dopar *jgl=* 0, *Q*3–1

Tilehalo(*lgl,igl,jgl*) (5par)

enddopar

enddopar

enddo

где Tilehalo(*lgl,igl,jgl*) имеет вид (6). Параллельные циклы могут быть использованы для организации параллельных потоков вычислений.

В частности, если в алгоритме (5) потоки задает только цикл с параметром *igl*, то получим

do *lgl=* 0, *Q*1–1

// Начало параллельной области

dopar *igl=* 0, *Q*2–1

Thread(*lgl,igl*) (9)

enddopar // Конец параллельной области

enddo

Поток Thread(*lgl,igl*) включает в себя операции гало-тайлов Tilehalo(*lgl,igl,jgl*), *jgl=*0,1,…,*Q*3–1:

do *jgl=* 0, *Q*3–1

do *l=* (1+*lglr*1),min((*lgl*+1)*r*1, *rit*)

do *i =* max(*iglr*2–*mover+*1, 1),min(*mover*+(*igl*+1)*r*2, *Nx*–1)

do *j =* max(*jglr*3–*mover+*1, 1),min(*mover*+(*jgl*+1)*r*3, *Ny*–1)

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*)) (10)

enddo

enddo

enddo

enddo

Зададим в алгоритме (9), (10) вычисления, порождаемые оценкой погрешности итерационного процесса (по аналогии с оценкой погрешности для случая точечных вычислений [1]). Каждый поток формирует локальную оценку погрешности *dthread*. После завершения вычислений поток сравнивает свою оценку *dthread* с общей оценкой погрешности *dmax*. Итерации *lgl* внешнего цикла выполняются до тех пор, пока *dmax* не станет меньше заданной величины ε или пока не будет достигнуто предельное число итераций.

do *lgl=* 0, *Q*1–1

*dmax=*0 // *dmax* – максимальное изменение значений *u* на итерации *l=*(*lgl*+1)*r*1

по сравнению с итерацией *l=*(*lgl*+1)*r*1–1

// переменная *dmax* является общей (shared) для всех потоков

dopar *igl=* 0, *Q*2–1 // Начало параллельной области

Thread(*lgl,igl*) (11)

enddopar // Конец параллельной области

if (*dmax<*ε) *lgl=Q*1–1

enddo

Поток Thread(*lgl,igl*) теперь не только включает в себя операции гало-тайлов Tilehalo(*lgl,igl,jgl*), *jgl=*0,1,…,*Q*3–1, но и формирует локальную оценку погрешности, используя две последние итерации тайлов *l=*(*lgl*+1)*r*1–1 и *l=*(*lgl*+1)*r*1:

*dthread=*0 // *dthread* – максимальное в пределах потока изменение значений *u*

на итерации *l=*(*lgl*+1)*r*1 по сравнению с итерацией *l=*(*lgl*+1)*r*1–1

// переменная *dthread* является в потоке локальной (private)

do *jgl=* 0, *Q*3–1

do *l=* (1+*lglr*1),min((*lgl*+1)*r*1, *rit*)–1

do *i =* max(*iglr*2–*mover+*1, 1),min(*mover*+(*igl*+1)*r*2, *Nx*–1)

do *j =* max(*jglr*3–*mover+*1, 1),min(*mover*+(*jgl*+1)*r*3, *Ny*–1)

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*)) (12)

enddo

enddo

enddo

// Начало последней итерации *l* в тайле

// На последней итерации *l* в тайле перекрытие вычислений не требуется,

можно положить *mover=*0

do *i =iglr*2*+*1,min((*igl*+1)*r*2, *Nx*–1)

do *j = jglr*3*+*1,min((*jgl*+1)*r*3, *Ny*–1)

*utemp=u*(*i*,*j*)

*u*(*i*,*j*)*=F*(*u*(*i*–1,*j*),*u*(*i*,*j–*1),*u*(*i*,*j*),*u*(*i*,*j+*1),*u*(*i+*1,*j*))

*d=|utemp*–*u*(*i*,*j*)|

if (*dthread<d* ) *dthread=d*

enddo

enddo

// Конец последней итерации *l* в тайле

enddo

if (*dmax<dthread*) *dmax=dthread* // сравнение и присваивание выполняются

атомарно (т.е. как одна операция)

# О применимости рассмотренных подходов к распараллеливанию и улучшению локальности

Сформулируем требования к информационным зависимостям трехмерных (вложенности 3) гнезд циклов, при удовлетворении которых возможны рассмотренные способы организации параллельных вычислений и улучшения локальности:

* Первая координата всех векторов, задающих зависимости, является положительной. Это позволяет при фиксированном значении параметра внешнего цикла выполнять итерации других циклов независимо друг от друга.
* Первая координата векторов, задающих зависимости, может быть неотрицательной (т.е. не обязательно строго большей нуля), если на итерациях исходного алгоритма допускается использование как обновленных, так и не обновленных элементов массива.
* Вторая и третья координаты всех векторов, задающих зависимости, являются неотрицательными (хотя бы после предварительного аффинного преобразования). Это позволяет производить разбиение пространства итераций по этим координатам (достаточные условия допустимости тайлинга) и получить (посредством задания скошенного параллелизма) блоки вычислений, которые можно выполнять независимо один от другого. Заметим, что если не использовать вычислений с перекрытиями, то рассмотренный способ организации двухуровневых вычислений допускает наличие «длинных» информационных связей (вторая и третья координаты векторов зависимостей могут принимать большие значения).
* Для организации вычислений с перекрытиями знак второй и третьей координат векторов, задающих зависимости, может быть любым, но сами координаты могут принимать только небольшие, в пределах нескольких единиц, значения (иначе перекрытия заведомо слишком затратные).
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