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WHEN TO USE WHICH STATISTICAL TEST.

Awesome statistics resource

<http://sites.nicholas.duke.edu/statsreview/sampling/>

Also as we repeat experiments again and again (keep gathering more samples), the variance moves towards zero i.e. uncertainty decreases.

**HYPOTHESIS TESTING** IS USED WHEN ONE WANTS TO MAKE DECISIONS REGARDING THE POPULATION ON BASIS OF RESULTS OBTAINED FOR A SAMPLE OF THIS POPULATION.

**HYPOTHESIS TESTING TECHNIQUES ARE: 1) ANOVA TEST i.e. Analysis of Variance test 2) Chi Square test of Independence**

**NESARC DATA SAMPLE:**

Though 13.9 > 13.2 the difference is not significant to reject NULL hypothesis.

Note: Null hypothesis is true until the evidence suggests otherwise.

we get a probability of 0.17 for above. It means that for sample of 100, we would be wrong 17% of the time in rejecting the NULL hypothesis.

How do we conclude what probability value will instill confidence regarding decisions.

This is where p-value or probability value comes into picture.

commonly used cut-off is p< 0.05 or p < 5%.

Basically p-value measures probability of Null hypothesis. Thus p>0.05 means accept NULL hypothesis. Else reject Null hypothesis.

**p-value is measure of number of times we would be WRONG in rejecting the NULL hypothesis (Ho). If we are wrong less than 5% times we reject the NULL HYPOTHESIS.**

**For the NESARC dataset we found p = 17% therefore:**

Categorize your quantitative explanatory variable into 2 categories with level 0 and 1.

ANOVA TEST question:

Is the number of cigarettes smoked associated with depression?

In statistics terms is the mean number of cigarettes smoked is same among individuals with or without depression?

Also as we repeat experiments again and again (keep gathering more samples), the variance moves towards zero i.e. uncertainty decreases.

For confidence interval of 95%, we have t value as 1.96. It changes as the % confidence interval changes.

<http://www.dummies.com/how-to/content/how-to-calculate-a-confidence-interval-for-a-popu0.html>

You estimate the population mean,
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The formula for a confidence interval for one population mean in this case is

![mage5.png](data:image/png;base64,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)

is the critical *t\**-value from the *t*-distribution with *n*– 1 degrees of freedom (where *n* is the sample size).

If you don’t know your population [mean](http://www.statisticshowto.com/mean/)(μ) but you do know the [standard deviation](http://www.statisticshowto.com/what-is-standard-deviation/) (σ), you can find a confidence interval for the population mean, with the formula:  
x̄ ± z\* σ / (√n),

z statistic is (sample mean - pop mean)/sample std

**Z statistic vs T statistic.**

If n > 30 then sample std (s) is almost equal to population std (sigma). Therefore the distribution is normal distribution (bell curve) and we can use z statistic to get a probablity of getting a sample mean (x) that is located at extreme right as seen above.

But if n < 30 then the distribution is a T distribution and one should use t-table to find probability of getting sample mean at the extreme right as seen above.

Box plot :

1st quartile is midpoint or median of 1st 50% values

3rd quartile is median of last 50% values

What is the standard error of the mean?

The standard error of the mean (SE of the mean) estimates the variability between sample means that you would obtain if you took multiple samples from the same population. The standard error of the mean estimates the variability between samples whereas the standard deviation measures the variability within a single sample.

For example, you have a mean delivery time of 3.80 days with a standard deviation of 1.43 days based on a random sample of 312 delivery times. These numbers yield a standard error of the mean of 0.08 days (1.43 divided by the square root of 312). Had you taken multiple random samples of the same size and from the same population the standard deviation of those different sample means would be around 0.08 days.

Use the standard error of the mean to determine how precisely the mean of the sample estimates the population mean. Lower values of the standard error of the mean indicate more precise estimates of the population mean. Usually, a larger standard deviation will result in a larger standard error of the mean and a less precise estimate. A larger sample size will result in a smaller standard error of the mean and a more precise estimate.

Minitab uses the standard error of the mean to calculate the confidence interval, which is a range of values likely to include the population mean.