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# Loading the required packages

library("ISLR")  
library("caret")

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.3.2

## Loading required package: lattice

library("class")  
library("e1071")

## Warning: package 'e1071' was built under R version 4.3.2

library("dplyr")

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library("tidyverse")

## Warning: package 'tidyverse' was built under R version 4.3.2

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ lubridate 1.9.3 ✔ tibble 3.2.1  
## ✔ purrr 1.0.2 ✔ tidyr 1.3.0  
## ✔ readr 2.1.4

## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ✖ purrr::lift() masks caret::lift()  
## ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

library("ggplot2")  
library("gmodels")  
library("MASS")

##   
## Attaching package: 'MASS'  
##   
## The following object is masked from 'package:dplyr':  
##   
## select

library("broom")  
library("modelr")

##   
## Attaching package: 'modelr'  
##   
## The following object is masked from 'package:broom':  
##   
## bootstrap

library("Hmisc")

## Warning: package 'Hmisc' was built under R version 4.3.2

##   
## Attaching package: 'Hmisc'  
##   
## The following objects are masked from 'package:dplyr':  
##   
## src, summarize  
##   
## The following object is masked from 'package:e1071':  
##   
## impute  
##   
## The following objects are masked from 'package:base':  
##   
## format.pval, units

library("missForest")

## Warning: package 'missForest' was built under R version 4.3.2

library("rpart")  
library("rattle")

## Warning: package 'rattle' was built under R version 4.3.2

## Loading required package: bitops  
## Rattle: A free graphical interface for data science with R.  
## Version 5.5.1 Copyright (c) 2006-2021 Togaware Pty Ltd.  
## Type 'rattle()' to shake, rattle, and roll your data.

library("pROC")

## Type 'citation("pROC")' for a citation.  
##   
## Attaching package: 'pROC'  
##   
## The following object is masked from 'package:gmodels':  
##   
## ci  
##   
## The following objects are masked from 'package:stats':  
##   
## cov, smooth, var

library("ROCR")

## Warning: package 'ROCR' was built under R version 4.3.2

library("cutpointr")

## Warning: package 'cutpointr' was built under R version 4.3.2

##   
## Attaching package: 'cutpointr'  
##   
## The following objects are masked from 'package:pROC':  
##   
## auc, roc  
##   
## The following objects are masked from 'package:caret':  
##   
## precision, recall, sensitivity, specificity

library("ROSE")

## Warning: package 'ROSE' was built under R version 4.3.2

## Loaded ROSE 0.0-4

#Loading the data sets

#Loading the train dataset

raw\_data <- read.csv("C:/Users/varshitha/Downloads/Churn\_Train.csv")

# Loading the test dataset

load("C:/Users/varshitha/Downloads/Customers\_To\_Predict.RData")

#Cleaning and transforming the data

#Removing Unnecessary Columns  
Train\_churn <- raw\_data[,-c(1:3)]  
  
#Re-coding few variables  
Train\_churn $churn <- ifelse(Train\_churn $churn =="yes",1,0)  
Train\_churn $international\_plan <- ifelse(Train\_churn$international\_plan =="yes",1,0)  
Train\_churn$voice\_mail\_plan <- ifelse(Train\_churn$voice\_mail\_plan =="yes",1,0)  
  
#Inputing NA Values  
all\_column\_median <- apply(Train\_churn,2,median, na.rm=T)  
   
for(i in colnames(Train\_churn))  
Train\_churn[,i][is.na(Train\_churn[,i])] <- all\_column\_median[i]  
  
#Converting integer to factor  
Train\_churn$churn <- as.factor(Train\_churn$churn)  
  
#Changing the order of the factor levels  
Train\_churn$churn <- factor(Train\_churn$churn,levels(Train\_churn$churn)[c(2,1)])

#Partitioning the data

partition\_data <- createDataPartition(Train\_churn$churn,p=.75,list=F)  
  
Train\_Data <- Train\_churn[partition\_data,]  
Validation\_Data <- Train\_churn[-partition\_data,]

#Logistic Regression Model

set.seed(125)  
train\_control <- trainControl(method = "repeatedcv",number=10,repeats = 3,savePredictions = 'final',classProbs = F)  
   
lr.model <- train(churn~., data = Train\_Data, method = "glm", family="binomial", metric="Accuracy", trControl = train\_control)

#Decision Tree Model

set.seed(765)  
Dec\_Tree.model <- rpart(churn~.,data=Train\_Data,method="class")

#Testing the models over validation set

#Predicting the logistic regression model built over the validation data to check the accuracy  
lr\_validate <- predict(lr.model,Validation\_Data,type ="prob")  
churn.lr.validate <- cbind(Validation\_Data,lr\_validate)  
  
#Predicting the decision tree model built over the validation data to check the accuracy  
dec\_validate <- predict(Dec\_Tree.model,Validation\_Data,type ="prob")  
churn.dec.validate <- cbind(Validation\_Data,dec\_validate)

#Optimal Threshold - Cut Off Point for Logistic Regression

#Logistic Regression  
ROC\_pred\_lr\_test <- prediction(lr\_validate[,1],churn.lr.validate$churn)  
  
ROCR\_perf\_lr\_test <- performance(ROC\_pred\_lr\_test,'tpr','fpr')  
  
acc\_lr\_perf <- performance(ROC\_pred\_lr\_test,"acc")  
  
optimal\_cutoff\_lr <-ROC\_pred\_lr\_test@cutoffs[[1]][which.max(acc\_lr\_perf@y.values[[1]])]  
  
#AUC Value  
roc.curve(churn.lr.validate$churn, lr\_validate[,1], plotit = F)

## Area under the curve (AUC): 0.822

#Decision Tree  
ROC\_pred\_dec\_test <- prediction(dec\_validate[,1],churn.dec.validate$churn)  
  
ROCR\_perf\_dec\_test <- performance(ROC\_pred\_dec\_test,'tpr','fpr')  
  
acc\_dec\_perf <- performance(ROC\_pred\_dec\_test,"acc")  
  
ROC\_pred\_dec\_test@cutoffs[[1]][which.max(acc\_dec\_perf@y.values[[1]])]

## 3304   
## 0.3076923

#AUC Value  
roc.curve(churn.dec.validate$churn,dec\_validate[,1], plotit = F)

## Area under the curve (AUC): 0.899

#Re-Coding Variables - To run the CrossTable()

#Setting the optimal cutoffs for all the models  
#Logistic Regression Model  
churn.lr.validate$prob <- as.factor(ifelse(churn.lr.validate$`1`>0.6705911,"yes","no"))  
#Decision Tree Model  
churn.dec.validate$prob <- as.factor(ifelse(churn.dec.validate$`1`>0.3076923,"yes","no"))  
  
#Converting the churn column back to yes and no  
churn.lr.validate$churn <- as.factor(ifelse(churn.lr.validate$churn==1,"yes","no"))  
churn.dec.validate$churn <- as.factor(ifelse(churn.dec.validate$churn==1,"yes","no"))

#Using CrossTable() to look at the performance metrics and miscalculations for all the models

#Logistic Regression Model  
CrossTable(x=churn.lr.validate$churn,y=churn.lr.validate$prob,prop.chisq = F)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 832   
##   
##   
## | churn.lr.validate$prob   
## churn.lr.validate$churn | no | yes | Row Total |   
## ------------------------|-----------|-----------|-----------|  
## no | 712 | 0 | 712 |   
## | 1.000 | 0.000 | 0.856 |   
## | 0.869 | 0.000 | |   
## | 0.856 | 0.000 | |   
## ------------------------|-----------|-----------|-----------|  
## yes | 107 | 13 | 120 |   
## | 0.892 | 0.108 | 0.144 |   
## | 0.131 | 1.000 | |   
## | 0.129 | 0.016 | |   
## ------------------------|-----------|-----------|-----------|  
## Column Total | 819 | 13 | 832 |   
## | 0.984 | 0.016 | |   
## ------------------------|-----------|-----------|-----------|  
##   
##

###Performance Metrics - Logistic Regression Model### #True Positive (TP) - 13# #True Negative (TN) - 712# #False Positive (FP) - 0# #False Negative (FN) - 107# #Miscalculations - 107# #Accuracy = TP+TN/TP+TN+FP+FN = 13+712/832 = 87.13 %# #Specificity (TNR) = TN/TN+FP = 712/712+0 = 100 %# #Sensitivity (TPR) = TP/TP+FN = 13/13+107 = 10.83 %#

#Decision Tree Model  
CrossTable(x=churn.dec.validate$churn,y=churn.dec.validate$prob,prop.chisq = F)

##   
##   
## Cell Contents  
## |-------------------------|  
## | N |  
## | N / Row Total |  
## | N / Col Total |  
## | N / Table Total |  
## |-------------------------|  
##   
##   
## Total Observations in Table: 832   
##   
##   
## | churn.dec.validate$prob   
## churn.dec.validate$churn | no | yes | Row Total |   
## -------------------------|-----------|-----------|-----------|  
## no | 690 | 22 | 712 |   
## | 0.969 | 0.031 | 0.856 |   
## | 0.961 | 0.193 | |   
## | 0.829 | 0.026 | |   
## -------------------------|-----------|-----------|-----------|  
## yes | 28 | 92 | 120 |   
## | 0.233 | 0.767 | 0.144 |   
## | 0.039 | 0.807 | |   
## | 0.034 | 0.111 | |   
## -------------------------|-----------|-----------|-----------|  
## Column Total | 718 | 114 | 832 |   
## | 0.863 | 0.137 | |   
## -------------------------|-----------|-----------|-----------|  
##   
##

###Performance Metrics - Decision Tree### #True Positive (TP) - 92# #True Negative (TN) - 690# #False Positive (FP) - 22# #False Negative (FN) - 28# #Miscalculations - 50# #Accuracy = TP+TN/TP+TN+FP+FN = 92+690/832 = 93.99 %# #Specificity (TNR) = TN/TN+FP = 690/690+22 = 96.91 %# #Sensitivity (TPR) = TP/TP+FN = 92/92+28 = 76.66 %# ###Eventually, we can see that the decision tree model is working quite good on the validation set when compared to that with the other models. Accuracy, Sensitivity and Specificity is comparatively high so we are proceeding with the decision tree model to be implemented on the “test set”.### #In order to use an effective model on the test set we did try to use pruning as well to check if there’s any rise in the accuracy#

#Pruning the decision tree model

#Base Model  
#The Dec\_Tree.model is the base model which was already built at the beginning  
printcp(Dec\_Tree.model)

##   
## Classification tree:  
## rpart(formula = churn ~ ., data = Train\_Data, method = "class")  
##   
## Variables actually used in tree construction:  
## [1] international\_plan number\_customer\_service\_calls  
## [3] total\_day\_charge total\_eve\_charge   
## [5] total\_intl\_calls total\_intl\_minutes   
## [7] total\_night\_minutes voice\_mail\_plan   
##   
## Root node error: 363/2501 = 0.14514  
##   
## n= 2501   
##   
## CP nsplit rel error xerror xstd  
## 1 0.085399 0 1.00000 1.00000 0.048528  
## 2 0.081267 1 0.91460 0.99449 0.048417  
## 3 0.074380 3 0.75207 0.85399 0.045398  
## 4 0.056474 4 0.67769 0.73554 0.042544  
## 5 0.027548 7 0.49587 0.52066 0.036413  
## 6 0.019284 8 0.46832 0.49862 0.035696  
## 7 0.011019 11 0.41047 0.47107 0.034771  
## 8 0.010000 15 0.36639 0.45179 0.034103

plotcp(Dec\_Tree.model)

![](data:image/png;base64,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)

#The base model accuracy as seen above is 93.99% (94% approx)  
  
# Pre-Pruning  
# Growing a tree with minsplit of 50 and maxdepth of 6  
Dec\_Tree.model\_preprun <- rpart(churn ~ ., data = Train\_Data, method = "class", control = rpart.control(cp=0,minsplit = 50,maxdepth = 6))  
  
# predicting the above pre-pruned tree on the validation set  
churn.dec.validate.preprun <- predict(Dec\_Tree.model\_preprun, Validation\_Data, type = "prob")  
churn.dec.validate.preprun.df <- cbind(Validation\_Data,churn.dec.validate.preprun)  
  
#Optimal K  
ROC\_pred\_dec.pre\_test <- prediction(churn.dec.validate.preprun[,1],churn.dec.validate.preprun.df$churn)  
  
ROCR\_perf\_dec.pre\_test <- performance(ROC\_pred\_dec.pre\_test,'tpr','fpr')  
  
acc\_dec.pre\_perf <- performance(ROC\_pred\_dec.pre\_test,"acc")  
  
ROC\_pred\_dec.pre\_test@cutoffs[[1]][which.max(acc\_dec.pre\_perf@y.values[[1]])]

## 3169   
## 0.7857143

#AUC Value  
roc.curve(churn.dec.validate.preprun.df$churn,churn.dec.validate.preprun[,1], plotit = F)

## Area under the curve (AUC): 0.890

#Calculating Accuracy  
churn.dec.validate.preprun.df$prob <- as.factor(ifelse(churn.dec.validate.preprun.df$`1`>0.7857143,1,0))  
  
accuracy\_preprun <- mean(churn.dec.validate.preprun.df$churn==churn.dec.validate.preprun.df$prob)  
accuracy\_preprun

## [1] 0.921875

#Post- Pruning  
# Pruning the Dec\_Tree.model based on the optimal cp value  
Dec\_tree.model\_pruned <- prune(Dec\_Tree.model, cp = 0.0100)  
  
#predicting the above pruned tree on the validation set  
churn.dec.validate.pruned <- predict(Dec\_tree.model\_pruned, Validation\_Data, type = "prob")  
churn.dec.validate.pruned.df <- cbind(Validation\_Data,churn.dec.validate.pruned)  
  
#Optimal K  
ROC\_pred\_dec.pos\_test <- prediction(churn.dec.validate.pruned[,1],churn.dec.validate.pruned.df$churn)  
  
ROCR\_perf\_dec.pos\_test <- performance(ROC\_pred\_dec.pos\_test,'tpr','fpr')  
  
acc\_dec.pos\_perf <- performance(ROC\_pred\_dec.pos\_test,"acc")  
  
ROC\_pred\_dec.pos\_test@cutoffs[[1]][which.max(acc\_dec.pos\_perf@y.values[[1]])]

## 3304   
## 0.3076923

#AUC Value  
roc.curve(churn.dec.validate.pruned.df$churn,churn.dec.validate.pruned[,1], plotit = F)

## Area under the curve (AUC): 0.899

#Calculating Accuracy  
churn.dec.validate.pruned.df$prob <- as.factor(ifelse(churn.dec.validate.pruned.df$`1`>0.3076923,1,0))  
  
accuracy\_postprun <- mean(churn.dec.validate.pruned.df$churn==churn.dec.validate.pruned.df$prob)  
accuracy\_postprun

## [1] 0.9399038

#Comparing the base mode, pre-pruning model and post pruning model's accuracy  
#Base model accuracy = 0.9399038  
data.frame(accuracy\_preprun, accuracy\_postprun)

## accuracy\_preprun accuracy\_postprun  
## 1 0.921875 0.9399038

#Pruning can not have significant impact when the data is imbalanced and this can be a possible reason to not see any change in the accuracy in “post - pruning model”. We are thereby affirming to the base model and using the base model (Dec\_Tree\_Model) to predict the test set.#

#Prediction on the test set

#Re-coding the variables as being used in the train set  
Customers\_To\_Predict$international\_plan <- ifelse(Customers\_To\_Predict$international\_plan =="yes",1,0)  
Customers\_To\_Predict$voice\_mail\_plan <- ifelse(Customers\_To\_Predict$voice\_mail\_plan =="yes",1,0)  
  
#Predicting the decision tree model built over the unseen data  
dec.test <- predict(Dec\_Tree.model,Customers\_To\_Predict,type="prob")  
churn.dec.test <- cbind(Customers\_To\_Predict,dec.test)  
  
#Setting the baseline model cutoff point i.e. 0.3076923 on the test set  
churn.dec.test$prob <- as.factor(ifelse(churn.dec.test$`1`>0.3076923,"yes","no"))  
  
#Deleting the probability columns 1 and 0  
churn.dec.test <- churn.dec.test[,-c(20:21)]

*The final file to look for the churns and no churns is the churn.dec.test*