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Abstract

In today's internet-dependent world, social media platforms like Twitter, Instagram, and Facebook have interconnected the globe in a truly fascinating way, enabling instant communication between individuals across geographical boundaries, whether in the United States, Japan, India, or even the most remote locations. However, this increased connectivity has also led to a surge in online cyberbullying and the proliferation of inappropriate racial, sexist, and abusive slurs on these platforms. All these hateful comments are posted on social media in text form. Through this project, I aim to develop an automated identifier that detects such hate comments, which would help us in enabling the blocking of offending users or deletion of harmful content, or both

Brief overview of tasks performed

This project focuses on detecting hate speech on social media using machine learning models. The aim is to evaluate and compare the performance of various algorithms in classifying text into three categories: "Hate Comment," "Offensive Comment," and "Neither." Key tasks included feature selection, data preprocessing, and training multiple models for text classification. Error analysis and result evaluation were conducted for each model, followed by hyperparameter tuning to enhance performance. Finally, the project discusses potential improvements and future directions for this work.

Data Description

The dataset consists of 24,783 labeled text records, with each record containing a tweet and its corresponding label indicating one of three categories: "Hate Comment" (the minority class), "Offensive Comment," or "Neither." The data is split into a training set comprising 17,348 records (70% of the dataset) and a test set of 7,435 records (30%), providing a balanced setup for training and evaluation.

The dataset distribution, visualized in the pie charts in figure -1, highlights the proportion of each label category in both the training and testing datasets. Overall, the dataset consists of 19,190 offensive comments, 1,430 hate comments, and 4,163 "neither" comments. This imbalance is also reflected in the training dataset, where offensive comments dominate with 13,319 instances (76.8%), followed by 2,926 "neither" comments (16.9%) and 1,103 hate comments (6.4%). Similarly, in the testing dataset, offensive comments constitute 79% of the records, while "neither" and hate comments make up 16.6% and 4.4%, respectively. The charts clearly illustrate the skewed distribution toward offensive comments, which will influence model training and evaluation.

Example Datasets

1. MS Word STREAM Tools

This Microsoft Word file was updated in 2016 with STREAM Tools, designed for creating well-formatted reports and papers with Microsoft Word (Mamishev, 2010; Mamishev, 2013).

Limitations

ACL 2023 requires all submissions to have a section titled “Limitations”, for discussing the limitations of the paper as a complement to the discussion of strengths in the main text. This section should occur after the conclusion, but before the references. It will not count towards the page limit. The discussion of limitations is mandatory. Papers without a limitation section will be desk-rejected without review.

While we are open to different types of limitations, just mentioning that a set of results have been shown for English only probably does not reflect what we expect. Mentioning that the method works mostly for languages with limited morphology, like English, is a much better alternative. In addition, limitations such as low scalability to long text, the requirement of large GPU resources, or other things that inspire crucial further investigation are welcome.
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Scientific work published at ACL 2023 must comply with the ACL Ethics Policy.[[1]](#footnote-1) We encourage all authors to include an explicit ethics statement on the broader impact of the work, or ethical considerations after the conclusion but before the references. The ethics statement will not count toward the page limit (8 pages for long, 4 pages for short papers).
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1. Appendices

Appendices are added after the References section by restarting the header numbering using style “A, B, C”.
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