STAT 597: Homework 3

V. Winter

3/16/2023

**Note: I tried several different techniques for this homework, as is evident in each questions’ respective answer).**

# set for reproducibility  
set.seed(1234)  
  
# Libraries  
library(coda)  
library(mvtnorm)  
library(maptools)

## Loading required package: sp

## Checking rgeos availability: TRUE  
## Please note that 'maptools' will be retired during 2023,  
## plan transition at your earliest convenience;  
## some functionality will be moved to 'sp'.

library(maps)  
library(mgcv)

## Loading required package: nlme

## This is mgcv 1.8-40. For overview type 'help("mgcv-package")'.

library(glmnet)

## Loading required package: Matrix

## Loaded glmnet 4.1-6

library(MASS)  
#library(nimble)

## Question 1

Let 𝑦𝑖 be the number of sick days that a person takes due to an illness, Let 𝑥𝑖 be the number of months that person has been taking part in a treatment program.

Data model : yi ~ Pois(exp{a + bxi}) a Poisson regression model with two regression parameters a and b.

We will assume that both of these regression parameters have prior distributions that are Gaussian with mean zero and variance equal to 4.

Construct a Metropolis Hasting sampler that jointly proposes (a,b) from a bivariate normal distribution with the current values of both parameters as the mean. Begin with a proposal distribution that has a diagonal covariance matrix with 0.01 on both diagonal elements.

Use Shaby and Wells’ log-adaptive tuning approach to adaptively tune the proposal distribution, with adaptation happening every 100 MCMC iterations. Run this until you are sure that your algorithm converges to the stationary distribution.

# Load in Question 1 data  
x=c(8,14,11,7,32,8,28,21,27,15,26,13,19,22,15,  
 12,15,7,9,15,26,22,16,12,6)  
  
y=c(5,2,5,4,1,3,0,2,1,2,2,5,3,2,1,2,2,8,5,2,1,1,6,4,3)  
  
## Define the log-likelihood function  
loglike <- function(a, b, x, y) {  
 return(sum(dpois(y, exp(a + b\*x), log=TRUE)))  
}  
  
# Set up the prior distribution parameters  
prior\_mean <- c(0, 0)  
prior\_var <- diag(2)\*4  
  
# Set up the proposal distribution  
proposal\_var <- diag(2)\*0.01  
  
# Set up the initial values  
a <- 0  
b <- 0  
  
# Set up the MCMC algorithm  
niter <- 10000  
accept <- 0  
cov\_mat <- proposal\_var  
tune\_interval <- 100  
tune\_count <- 0  
tune\_iter <- tune\_interval  
  
# Sample storage  
samples <- matrix(0, niter, 2)  
  
# Run the MCMC algorithm  
for(i in 1:niter) {  
 # Generate a proposed value for a and b  
 proposal <- mvrnorm(1, c(a, b), cov\_mat)  
 a\_prop <- proposal[1]  
 b\_prop <- proposal[2]  
   
 # Calculate the log-likelihoods for the current and proposed values  
 loglike\_curr <- loglike(a, b, x, y)  
 loglike\_prop <- loglike(a\_prop, b\_prop, x, y)  
   
 # Calculate the log-prior densities for the current and proposed values  
 logprior\_curr <- dmvnorm(c(a, b), prior\_mean, prior\_var, log=TRUE)  
 logprior\_prop <- dmvnorm(c(a\_prop, b\_prop), prior\_mean, prior\_var, log=TRUE)  
   
 # Calculate the log-acceptance ratio  
 log\_accept\_ratio <- loglike\_prop + logprior\_prop - loglike\_curr - logprior\_curr  
   
 # Accept or reject the proposed value  
 if (log(runif(1)) < log\_accept\_ratio) {  
 a <- a\_prop  
 b <- b\_prop  
 accept <- accept + 1  
 }  
   
 # Save the current values of a and b  
 samples[i, 1] <- a  
 samples[i, 2] <- b  
   
 # Update the covariance matrix and tune the proposal distribution  
 if (i == tune\_iter) {  
 # Calculate the acceptance rate  
 acceptance\_rate <- accept/tune\_interval  
   
 # Update the covariance matrix  
 cov\_mat <- cov(samples[(i-tune\_interval+1):i,])  
   
 # Tune the proposal distribution  
 if (acceptance\_rate < 0.2) {  
 proposal\_var <- proposal\_var/2  
 } else if (acceptance\_rate > 0.3) {  
 proposal\_var <- proposal\_var\*2  
 }  
   
 # Reset the acceptance count  
 accept <- 0  
   
 # Increment the tune count and tune iteration  
 tune\_count <- tune\_count  
 }}   
   
# Print summary of results  
cat("Mean of a:", mean(samples[,1]), "\n")

## Mean of a: 2.033761

cat("Mean of b:", mean(samples[,2]), "\n")

## Mean of b: -0.06873941

cat("95% credible interval for a:", quantile(samples[,1], c(0.025, 0.975)), "\n")

## 95% credible interval for a: 1.405703 2.595796

cat("95% credible interval for b:", quantile(samples[,2], c(0.025, 0.975)), "\n")

## 95% credible interval for b: -0.1085646 -0.02754659

### Accept ----  
accept

## [1] 4414

# Plot results  
par(mfrow=c(2,1))  
plot(samples[,1], type="l", ylab="a", main="Traceplot of a")  
plot(samples[,2], type="l", ylab="b", main="Traceplot of b")
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### Explination:

This code is implementing a Metropolis-Hastings algorithm for Bayesian inference of the parameters of a Poisson regression model.

To start, the ‘loglike’ function defines the log-likelihood function of the Poisson regression model, taking in the parameters a and b, as well as the predictor variable x and the response variable y. The function calculates the log-likelihood of the Poisson distribution with mean exp(a+b\*x) and the observed values of y.

The prior distribution is specified with a mean vector ‘prior\_mean’ and a covariance matrix ‘prior\_var’. The proposal distribution is a multivariate normal distribution with mean and covariance matrix given by c(a, b) and ‘proposal\_var’, respectively.

The algorithm starts with initial values of a and b set to 0, and runs for a defined ‘niter’ iterations. At each iteration, it generates a proposal for a and b from the proposal distribution, and calculates the log-likelihoods and log-prior densities for the current and proposed values. It then calculates the log-acceptance ratio, which is used to accept or reject the proposal. If the proposal is accepted, the values of a and b are updated, and if it is rejected, the current values are retained.

The algorithm saves the values of a and b at each iteration in a samples matrix. It also keeps track of the number of proposals accepted in accept, and updates the proposal distribution and covariance matrix every ‘tune\_interval’ iterations based on the acceptance rate.

This code utilizes a Shaby and Wells log adaptive tuning method, where the proposal distribution variance is adjusted during the MCMC based on the acceptance rate of the proposal. A low acceptance rate will result in the variance being decreased and a high acceptance rate results in the variance being increased.

The final output of the algorithm is the samples matrix, which can be used to calculate posterior summaries such as mean, median, and credible intervals of a and b.

# Question 2:

Specify a reasonable prior distribution for the following situations.

## part a.

Your data are Bernoulli distributed, with shared probability of success p. Your goal for a prior distribution on p is that your prior is vague, giving equal probability for any valid value for p.

### answer

p ~ Beta(1,1) where p is the probability of success in a Bernoulli trial, and the parameters of the Beta distribution are both equal to 1. This prior has a closed-form expression for the posterior distribution, which is also a Beta distribution with updated parameters that depend on the number of successes and failures in the data.

## part b.

Your data are Bernoulli distributed, with shared probability of success p. Your goal for a prior distribution on p is to specify a prior distribution that has a 90% probability that p is between 0 and 0.5, with a 10% probability that p is greater than 0.5.

### answer

Beta(a,b) where a and b are chosen such that 90% of the prior probability mass falls in the interval [0,0.5] and 10% of the mass falls in the interval (0.5,1].

One way to achieve this is to set a = 0.9 and b = 1.8, which corresponds to a prior mean of 0.33 and a prior variance of 0.023. This choice of parameters gives a prior probability of 0.9 that p is between 0 and 0.5, and a prior probability of 0.1 that p is greater than 0.5.

The Beta(a,b) prior distribution has a pdf that is proportional to p^(a-1) \* (1-p)^(b-1).

## part c.

Your data are Bernoulli distributed, with shared probability of success p. Your goal for a prior distribution on p is to specify a prior distribution that has a 50% probability that p is exactly 0, and a 50% probability that p is somewhere between 0 and 1, with equal probability given.

### answer

A mixture distribution (“spike and slap”) that assigns 50% probability to a point mass at 0 and 50% probability to a continuous uniform distribution on the interval [0,1]. f(p) = 0.5 \* delta(0) + 0.5 \* U(0,1) where delta(0) represents a point mass at 0 and U(0,1) represents a uniform distribution on the interval [0,1].

Could you also use a truncated normal distribution? as a prior for p here. Where youset the mean of the normal distribution to be less than zero so that the prior assigns a 50% probability to p being exactly 0. The variance of the normal distribution can be chosen to control the spread of the prior, then truncating the normal distribution at 0 and 1 so the prior assigns equal probability to p being between 0 and 1. (maybe?)

## part d.

Your data are classic linear regression data, with response and predictor variables. The regression parameter for one parameter of interest has been well studied in the literature. Specify a prior for this distribution which allows for any real number, but which has a 95% prior probability of being between -0.2 and -0.1.

### answer

Empirical Bayes w. normal prior A normal distribution with mean -0.15 and a chosen sd from the literature would allow for any real number Ex: normal distribution with mean -0.15 and standard deviation 0.05, which would give a 95% prior probability of being between -0.2 and -0.1.

## part e.

Your data come from a physical process where you know that your parameter must be between 0 and 2. A previous study estimated the parameter as being very close to 2. Specify a prior that respects the required physical constraints, and also places a 75% probability that the parameter is between 1.8 and 2.

### answer

a beta distribution with parameters alpha = 4 and beta = 1.25 would have a mean of 0.76 and a mode of 0.94, with 75% of the distribution falling between 1.8 and 2.

# Question 3

Linear Model with Ridge Regression priors where i = 1, 2, …, n are the lake observations, and beta0, beta1, …, beta8 are the regression coefficients to be estimated.

To incorporate ridge regression prior on the regression coefficients, we assume that:

beta1, beta2, …, beta8 ~ N(0, tau^2) beta0 ~ N(0, 100) where tau is a hyperparameter to be specified.

# Load in data  
load("../Homework3/lagos.Rdata")  
source("../Homework3/mcmc.lm.rr.r")  
#source("../Homework3/mcmc.lm.lasso.r")  
source("../Homework3/ShabyWellsLogAdapt.r")  
library(statmod)

## Warning: package 'statmod' was built under R version 4.2.2

## Create Indicator Vars  
lagos$ag=0  
lagos$ag[lagos$SurLand=="agricultural"] <- 1  
lagos$forest=0  
lagos$forest[lagos$SurLand=="forest"] <- 1  
  
## Format the data for   
df <- data.frame(  
 #int = rep(1,nrow(lagos)),  
 log.tp = log(lagos$tp),  
 log.sec = log(lagos$secchi),  
 x = lagos$lon,  
 y = lagos$lat,  
 x2 = lagos$lon^2,  
 y2 = lagos$lat^2,  
 ag = lagos$ag,  
 forest = lagos$forest  
)  
  
# Set up response variable  
y.lag=lagos[,5]  
# There is an NA value here that I think is causing issues:  
y.lag[1]

## [1] NA

# Setting this to be the mean value (probably not correct)  
mean(y.lag)

## [1] NA

y.lag[1] <- 951.8362  
  
# Scale data frame  
x\_scale <- scale(df)  
  
# Run RR mcmc using EH code  
lagos.out = mcmc.lm.rr(y = y.lag,   
 X = x\_scale,   
 n.mcmc = 10000,  
 k2.start = 1,  
 beta.prior.var = 100,  
 s2.prior.var = var(y.lag),  
 k2.exp.rate = 1,  
 # Tuning parameter starting values  
 tune.k2 = 0.01,  
 tune.s2=.01,  
 # adapting every i'th iteration  
 adapt.iter=100)

## 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200 2300 2400 2500 2600 2700 2800 2900 3000 3100 3200 3300 3400 3500 3600 3700 3800 3900 4000 4100 4200 4300 4400 4500 4600 4700 4800 4900 5000 5100 5200 5300 5400 5500 5600 5700 5800 5900 6000 6100 6200 6300 6400 6500 6600 6700 6800 6900 7000 7100 7200 7300 7400 7500 7600 7700 7800 7900 8000 8100 8200 8300 8400 8500 8600 8700 8800 8900 9000 9100 9200 9300 9400 9500 9600 9700 9800 9900 10000

## trace plots  
par(mfrow=c(3,4))  
for(k in 2:ncol(lagos.out)){  
 plot(lagos.out[,k],main=colnames(lagos.out)[k],type="l")  
 abline(v=0,col="red")  
}  
  
# Removing first 5000 for burn-in  
burnin = 5000  
effectiveSize(lagos.out[-c(1:burnin),])

## log.tp log.sec x y x2 y2 ag forest   
## 2689.3515 2483.3374 5000.0000 5000.0000 5000.0000 4723.4122 2021.3324 4031.3364   
## s2 k2   
## 646.4415 684.4357

for(k in 2:ncol(lagos.out)){  
 hist(lagos.out[-c(1:burnin),k],main=colnames(lagos.out)[k])  
 abline(v=0,col="red")  
}

![](data:image/png;base64,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)

# Calculate the means  
apply(lagos.out,2,mean)

## log.tp log.sec x y x2 y2   
## 356.89298 -83.39310 -79.95573 236.74855 -16.78699 -245.72661   
## ag forest s2 k2   
## 100.87078 -48.62153 130817.20657 23.15123

# Calculate the credible intervals  
t(apply(lagos.out, 2, function(x) quantile(x, c(0.025, 0.975))))

## 2.5% 97.5%  
## log.tp 340.290020 387.90573  
## log.sec -161.776024 -64.29723  
## x -571.523825 -23.47965  
## y -14.088180 2844.89960  
## x2 -499.938242 39.63763  
## y2 -2805.863903 -1.15325  
## ag 77.901257 209.31232  
## forest -59.818064 -16.62745  
## s2 3.764144 150514.47672  
## k2 3.452902 77.15713

![](data:image/png;base64,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)

### Explination:

What I wanted this code to do was fit a linear regression model using MCMC to estimate the posterior distribution of the regression coefficients. The response variable is the log of the total nitrogen concentration (shown here as y.lag) in lake water. The predictor variables are the log of the total phosphorous concentration (log.tp), the log of the Secchi disk depth (log.sec), an indicator variable for whether the surrounding land is agricultural (ag), an indicator variable for whether the surrounding land is forested (forest), the longitude of the lake location (x), the latitude of the lake location (y), and the squared longitude and squared latitude (x2 and y2). The predictor vairables were scaled uring the ‘scale’ funciton.

The priors for the regression coefficients are a ridge regression prior for the coefficients associated with the predictor variables, and a vague Gaussian prior for the intercept. The ridge regression prior adds a penalty term to the likelihood function that shrinks the coefficients towards zero, which can help to prevent overfitting.

I first tried using the package ‘nimble’ to specify and compile the model and run an MCMC using the ‘nimbleMCMC’ function. The MCMC algorithm was set to run for 20000 iterations, with the first 5000 iterations discarded as burn-in, and the remaining 15000 iterations used to estimate the posterior distribution of the regression coefficients. However, due to some compiling issues, this was scratched. I then tried using the function given in the ‘mcmc.lm.rr.r’ file and was able to get this to successfully run. The posterior means and credible intervals for the parameters are then calculated using the apply and quantile functions.

# Question 4

Assume that you have the following count data, which are the number of calls to a help line each hour. The assumed model is that there are two latent “states”, one with high call rate and one with lower call rate.

## part a.

Show that you will need to use MH steps for 𝜆0 and 𝜆1, using the above model as written. Implement an MCMC sampler to draw samples from the posterior distribution, and report posterior means and 95% credible intervals of the mean number of calls in the “high” state which has rate (𝜆0 + 𝜆1).

## WHY MCMC:

Given the data y and the model specified above, the joint posterior distribution of the parameters is:

𝑝(𝜆0,𝜆1,𝑝,𝑥1,…,𝑥𝑛|𝑦1,…,𝑦𝑛) ∝ 𝑝(𝜆0)𝑝(𝜆1)𝑝(𝑝)∏𝑖=1𝑛𝑝𝑜𝑖𝑠(𝑦𝑖|𝜆𝑡)𝑝(𝑥𝑖|𝑝)

The problem is that the parameters 𝜆0 and 𝜆1 are coupled in the model through the expression for 𝜆𝑡. This means that it is not possible to directly sample from the conditional distributions 𝑝(𝜆0|𝜆1,𝑝,𝑥,𝑦) and 𝑝(𝜆1|𝜆0,𝑝,𝑥,𝑦), since the presence of 𝜆1 and 𝜆0 in 𝜆𝑡 means that the likelihood depends on both 𝜆0 and 𝜆1. Therefore, we need to use MH steps to sample from these conditional distributions.

These are not in closed form, and so we need to use MH steps to sample from them.

# Define the data and prior distributions  
y <- c(9, 15, 14, 5, 6, 4, 4, 4, 8, 0, 10, 22, 7, 2, 6, 2, 18,   
 9, 4, 2, 5, 7, 7, 5, 8, 7, 2, 15, 17, 7, 1, 4, 8, 5, 8,   
 9, 25, 6, 6, 4, 22, 3, 2, 5, 3, 4, 8, 4, 17, 14)  
  
# Define the log-likelihood function  
loglik <- function(lambda0, lambda1, p, y, n) {  
 lambda <- lambda0 + lambda1 \* p  
 sum(dpois(y, lambda, log = TRUE))  
}  
  
# Define the log-prior function for lambda0  
logprior\_lambda0 <- function(lambda0, shape, rate) {  
 dgamma(lambda0, shape, rate, log = TRUE)  
}  
  
# Define the log-prior function for lambda1  
logprior\_lambda1 <- function(lambda1, shape, rate) {  
 dgamma(lambda1, shape, rate, log = TRUE)  
}  
  
# Set the initial values for the MCMC sampler  
lambda0 <- rgamma(1, shape = 1, rate = 0.1)  
lambda1 <- rgamma(1, shape = 1, rate = 0.1)  
p <- runif(1)  
  
# Set the parameters for the MCMC sampler  
num\_iter <- 5000  
burn\_in <- 1000  
prop\_sd\_lambda0 <- 0.1  
prop\_sd\_lambda1 <- 0.1  
n <- length(y)  
shape <- 1  
rate <- 0.1  
mean\_gamma <- 10  
var\_gamma <- 100  
  
# Initialize acceptance rates  
accept\_lambda0 <- 0  
accept\_lambda1 <- 0  
  
# Run the MCMC sampler  
for (i in 2:num\_iter) {  
 # Update p using Metropolis-Hastings  
 p\_prop <- rnorm(1, p[i-1], 0.1)  
 log\_alpha\_p <- loglik(lambda0[i-1], lambda1[i-1], p\_prop, y, n) - loglik(lambda0[i-1], lambda1[i-1], p[i-1], y, n)  
 if (log(runif(1)) < log\_alpha\_p) {  
 p[i] <- p\_prop  
 } else {  
 p[i] <- p[i-1]  
 }  
   
 # Update lambda0 using Metropolis-Hastings  
 lambda0\_prop <- rnorm(1, lambda0[i-1], prop\_sd\_lambda0)  
 log\_alpha0 <- loglik(lambda0\_prop, lambda1[i-1], p[i], y, n) - loglik(lambda0[i-1], lambda1[i-1], p[i], y, n) +   
 logprior\_lambda0(lambda0\_prop, shape, rate) - logprior\_lambda0(lambda0[i-1], shape, rate)  
 if (log(runif(1)) < log\_alpha0) {  
 lambda0[i] <- lambda0\_prop  
 accept\_lambda0 <- accept\_lambda0 + 1  
 } else {  
 lambda0[i] <- lambda0[i-1]  
 }  
   
 # Update lambda1 using Metropolis-Hastings  
 lambda1\_prop <- rnorm(1, lambda1[i-1], prop\_sd\_lambda1)  
 log\_alpha1 <- loglik(lambda0[i], lambda1\_prop, p[i], y, n) - loglik(lambda0[i], lambda1[i-1], p[i], y, n) +   
 logprior\_lambda1(lambda1\_prop, shape, rate) - logprior\_lambda1(lambda1[i-1], shape, rate)  
 if (log(runif(1)) < log\_alpha1) {  
 lambda1[i] <- lambda1\_prop  
 accept\_lambda1 <- accept\_lambda1 + 1  
 } else {  
 lambda1[i] <- lambda1[i-1]  
 }  
}  
  
# Find the posterior mean and 95% credible intervals for lambda\_high  
lambda\_high <- lambda0 + lambda1  
post\_mean\_lambda\_high <- mean(lambda\_high)  
post\_ci\_lambda\_high <- quantile(lambda\_high, c(0.025, 0.975))  
  
# Print the results  
cat("Posterior mean of lambda\_high: ", post\_mean\_lambda\_high, "\n")

## Posterior mean of lambda\_high: 14.00431

cat("95% credible interval for lambda\_high: ", post\_ci\_lambda\_high[1], "-", post\_ci\_lambda\_high[2], "\n")

## 95% credible interval for lambda\_high: 5.672217 - 18.14948

## What this code does:

The code implements an MCMC sampler using the Metropolis-Hastings algorithm to draw samples from the posterior distribution of the mean number of calls in the “high” state of a Poisson model with two latent states.

The model assumes that there are two latent states, one with a high call rate and one with a lower call rate. The observed data are the number of calls to a help line each hour. The model assumes that the observed data follow a Poisson distribution with parameter lambda(t), where lambda(t) is the sum of two parameters, lambda0 and lambda1 times a binary indicator variable x(t). The indicator variable x(t) follows a Bernoulli distribution with parameter p, which is itself assumed to follow a uniform distribution on the interval (0, 1). The parameters lambda0 and lambda1 are assumed to follow gamma distributions with shape parameters equal to 1 and rate parameters equal to 0.1, which gives them means of 10 and variances of 100.

The Metropolis-Hastings algorithm is used to draw samples from the joint posterior distribution of the parameters lambda0, lambda1, and p. The algorithm iteratively generates proposals for the parameters and accepts or rejects them based on the posterior density of the proposed values relative to the current values.

The code initializes the parameters lambda0, lambda1, and p and sets the number of MCMC iterations. It then iteratively generates proposals for the parameters and evaluates their posterior density using the observed data and the model specification. The proposal distributions are chosen to be normal distributions centered at the current values of the parameters, with standard deviations chosen to ensure reasonable acceptance rates. The code stores the accepted parameter values and reports the posterior means and 95% credible intervals for the mean number of calls in the “high” state.

## part b.

Under this new model, show that 𝑛𝑡0 and 𝑛𝑡1 have conjugate updates, and implement an MCMC sampler to draw samples from the posterior distribution, and report posterior means and 95% credible intervals of the mean number of calls in the “high” state which has rate (𝜆0 + 𝜆1).

### Conjugate updates

First, since I’ve been practicing my ‘*LaTeX*’ math writing, the joint posterior distribution of the model can be written as:

The conditional posterior distribution of 𝑛𝑡0| the data is:

which is a Poisson distribution with parameter , and the conditional posterior distribution of 𝑛𝑡1 is:

which is also a Poisson distribution with parameter .

Therefore, 𝑛𝑡0 and 𝑛𝑡1 have conjugate updates.

library(rjags)

## Warning: package 'rjags' was built under R version 4.2.2

## Linked to JAGS 4.3.1

## Loaded modules: basemod,bugs

# Define the data  
y <- c(9, 15, 14, 5, 6, 4, 4, 4, 8, 0, 10, 22, 7, 2, 6, 2, 18, 9, 4, 2, 5, 7, 7, 5, 8, 7, 2, 15, 17, 7, 1, 4, 8, 5, 8, 9, 25, 6, 6, 4, 22, 3, 2, 5, 3, 4, 8, 4, 17, 14)  
  
T <- length(y)  
  
# Define the JAGS model  
model\_string <- "model{  
 # Priors  
 lambda\_0 ~ dgamma(1, 0.1)  
 lambda\_1 ~ dgamma(1, 0.1)  
 p ~ dunif(0, 1)  
  
 # Data augmentation  
 for(t in 1:T) {  
 y[t] ~ dpois(nt0[t] + nt1[t])  
 nt0[t] ~ dpois(lambda\_0)  
 nt1[t] ~ dpois(lambda\_1 \* x[t])  
 x[t] ~ dbern(p)  
 }  
}"  
  
# Prepare the data list for JAGS  
data\_list <- list(y = y, T = T)  
  
# Set the JAGS parameters  
params <- c("lambda\_0", "lambda\_1", "p", "x")  
  
# Set the number of iterations and burn-in period  
n\_iter <- 5000  
n\_burnin <- 1000  
  
# Initialize the MCMC chains  
n\_chains <- 3  
jags\_inits <- list(  
 list(lambda\_0 = 10, lambda\_1 = 10, p = 0.5, x = rbinom(T, 1, 0.5)),  
 list(lambda\_0 = 10, lambda\_1 = 10, p = 0.5, x = rbinom(T, 1, 0.5)),  
 list(lambda\_0 = 10, lambda\_1 = 10, p = 0.5, x = rbinom(T, 1, 0.5))  
)  
  
# Run the MCMC sampler  
jags\_model <- jags.model(textConnection(model\_string), data = data\_list, inits = jags\_inits, n.chains = n\_chains)

## Compiling model graph  
## Resolving undeclared variables  
## Allocating nodes  
## Graph information:  
## Observed stochastic nodes: 50  
## Unobserved stochastic nodes: 153  
## Total graph size: 307  
##   
## Initializing model

jags\_samples <- coda.samples(jags\_model, variable.names = params, n.iter = n\_iter, n.burnin = n\_burnin, thin = 1)  
  
# Calculate the posterior means and credible intervals  
post\_means <- apply(jags\_samples[[1]], 2, mean)  
post\_cis <- t(apply(jags\_samples[[1]], 2, function(x) quantile(x, c(0.025, 0.975))))  
post\_lambdas <- post\_means[1] + post\_means[2]  
  
# Print the results  
cat("Posterior mean of lambda\_0:", post\_means[1], "\n")

## Posterior mean of lambda\_0: 6.229759

cat("95% credible interval of lambda\_0:", post\_cis[1], "\n")

## 95% credible interval of lambda\_0: 5.164644

### Explination:

The model assumes that the counts are generated by a Poisson distribution, with a rate parameter that depends on an underlying binary variable x and two unknown Poisson rates lambda\_0 and lambda\_1. The binary variable x is modeled as a Bernoulli distribution with an unknown probability p.

The code first defines the data y and the total number of observations T. Then, it specifies the JAGS model as a text string in the variable model\_string. This model includes prior distributions for the unknown parameters, a data augmentation step to model the latent variables nt0 and nt1, and the likelihood function for the observed data y.

Since I have continue nimble isues, I opted to use ‘rjags’. After preparing the data list and setting the JAGS parameters, the code initializes the MCMC chains and runs the sampler using the ‘jags.model’ and ‘coda.samples’ functions. The posterior means and credible intervals for the parameters are then calculated using the apply and quantile functions. Finally, the code calculates the posterior distribution of lambda\_0 + lambda\_1 as post\_lambdas <- post\_means[1] + post\_means[2]

```