**REFERENCES**

[1] P. Pareek and A. Thakkar, “A survey on video-based Human Action

Recognition: recent updates, datasets, challenges, and applications,”

Artif Intell Rev, vol. 54, no. 3, pp. 2259–2322, Mar. 2021, doi:

10.1007/s10462-020-09904-8.

[2] P. K. Singh, S. Kundu, T. Adhikary, R. Sarkar, and D. Bhattacharjee,

“Progress of Human Action Recognition Research in the Last Ten

Years: A Comprehensive Survey,” Archives of Computational

Methods in Engineering, vol. 29, no. 4, pp. 2309–2349, Jun. 2022,

doi: 10.1007/s11831-021-09681-9.

[3] A. Ladjailia, I. Bouchrika, H. F. Merouani, N. Harrati, and Z.

Mahfouf, “Human activity recognition via optical flow: decomposing

activities into basic actions,” Neural Comput Appl, vol. 32, no. 21,

pp. 16387–16400, Nov. 2020, doi: 10.1007/s00521-018-3951-x.

[4] K. Simonyan and A. Zisserman, “Two-Stream Convolutional

Networks for Action Recognition in Videos.”

[5] S. Ji, W. Xu, M. Yang, and K. Yu, “3D Convolutional neural

networks for human action recognition,” IEEE Trans Pattern Anal

Mach Intell, vol. 35, no. 1, pp. 221–231, 2013, doi:

10.1109/TPAMI.2012.59.

[6] F. Gu, K. Khoshelham, and S. Valaee, “Locomotion activity

recognition: A deep learning approach,” in IEEE International

Symposium on Personal, Indoor and Mobile Radio Communications,

PIMRC, Feb. 2018, vol. 2017-October, pp. 1–5. doi:

10.1109/PIMRC.2017.8292444.

[7] S. Aubry, S. Laraba, J. Tilmanne, and T. Dutoit, “Action recognition

based on 2D skeletons extracted from RGB videos,” MATEC Web of

Conferences, vol. 277, p. 02034, 2019, doi:

10.1051/matecconf/201927702034.

[8] Z. Cao, G. Hidalgo, T. Simon, S. E. Wei, and Y. Sheikh, “OpenPose:

Realtime Multi-Person 2D Pose Estimation Using Part Affinity

Fields,” IEEE Trans Pattern Anal Mach Intell, vol. 43, no. 1, pp. 172–

186, Jan. 2021, doi: 10.1109/TPAMI.2019.2929257.

[9] C. Dai, X. Liu, and J. Lai, “Human action recognition using twostream attention-based LSTM networks,” Applied Soft Computing

Journal, vol. 86, Jan. 2020, doi: 10.1016/j.asoc.2019.105820.

[10] Y. Du, W. Wang, and L. Wang, “Hierarchical Recurrent Neural

Network for Skeleton Based Action Recognition.”

[11] M. Majd and R. Safabakhsh, “Correlational Convolutional LSTM for

human action recognition,” Neurocomputing, vol. 396, pp. 224–229,

Jul. 2020, doi: 10.1016/j.neucom.2018.10.095.

[12] M. Qi, Y. Wang, J. Qin, A. Li, J. Luo, and L. van Gool, “StagNet: An

Attentive Semantic RNN for Group Activity and Individual Action

Recognition,” IEEE Transactions on Circuits and Systems for Video

Technology, vol. 30, no. 2, pp. 549–565, Feb. 2020, doi:

10.1109/TCSVT.2019.2894161.

[13] Y. Huang, S.-H. Lai, and S.-H. Tai, “Human Action Recognition

Based on Temporal Pose CNN and Multi-Dimensional Fusion.”

[14] Wang Limin et al., Computer Vision – ECCV 2016, vol. 9912. Cham:

Springer International Publishing, 2016. doi: 10.1007/978-3-319-

46484-8.

[15] Y. Chen et al., “Graph convolutional network with structure pooling

and joint-wise channel attention for action recognition,” Pattern

Recognit, vol. 103, Jul. 2020, doi: 10.1016/j.patcog.2020.107321.

[16] A. Karpathy, J. Johnson, and L. Fei-Fei, “Visualizing and

Understanding Recurrent Networks,” Jun. 2015, [Online]. Available:

http://arxiv.org/abs/1506.02078