Product Demand Prediction with Machine Learnings

Phase 5:

Project Documentation & Submission

In this part you will document your project and prepare it for submission. Document the product demand prediction project and prepare it for submission.

Predicting product demand with machine learning is a valuable application in various industries, such as retail, manufacturing, and logistics. Here is a step-by-step guide on how to approach product demand prediction using machine learning:

1. Data Collection

a. Historical Sales Data:

* Collect historical sales data for the product(s) you want to predict demand for. This data should include information such as date, product identifier, quantity sold, and any other relevant sales-related features. You might have this data in a CSV, Excel, or a database. For example, you can use Pandas in Python to read data from a CSV file:

Program;

import numpy as np

import pandas as pd

df=pd.read\_csv("/content/drive/MyDrive/PoductDemand.csv")

df

output;

| **ID** | **Store ID** | **Total Price** | **Base Price** | **Units Sold** |
| --- | --- | --- | --- | --- |
| **0** | 1 | 8091 | 99.0375 | 111.8625 | 20 |
| **1** | 2 | 8091 | 99.0375 | 99.0375 | 28 |
| **2** | 3 | 8091 | 133.9500 | 133.9500 | 19 |
| **3** | 4 | 8091 | 133.9500 | 133.9500 | 44 |
| **4** | 5 | 8091 | 141.0750 | 141.0750 | 52 |
| **...** | ... | ... | ... | ... | ... |
| **150145** | 212638 | 9984 | 235.8375 | 235.8375 | 38 |
| **150146** | 212639 | 9984 | 235.8375 | 235.8375 | 30 |
| **150147** | 212642 | 9984 | 357.6750 | 483.7875 | 31 |
| **150148** | 212643 | 9984 | 141.7875 | 191.6625 | 12 |
| **150149** | 212644 | 9984 | 234.4125 | 234.4125 | 15 |

150150 rows × 5 columns

**Feature engineering**

Feature engineering is the process of creating new, informative, and relevant features (variables) from the raw data to improve the performance of a machine learning model. Well-crafted features can significantly enhance the model's ability to learn patterns and make accurate predictions. Feature engineering is a crucial step in the data preprocessing pipeline. Here are some common techniques and strategies for feature engineering:

Program;

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.model\_selection import train\_test\_split

from sklearn.linear\_model import LinearRegression

from sklearn.metrics import mean\_squared\_error, r2\_score

import numpy as np

import pandas as pd

df=pd.read\_csv("/content/drive/MyDrive/PoductDemand.csv")

df

output;

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAf8AAAEPCAYAAABMY82nAAAAOXRFWHRTb2Z0d2FyZQBNYXRwbG90bGliIHZlcnNpb24zLjcuMSwgaHR0cHM6Ly9tYXRwbG90bGliLm9yZy/bCgiHAAAACXBIWXMAAA9hAAAPYQGoP6dpAAApQElEQVR4nO3de1xUdf7H8dfAwCgo4A1vCIQCZip4AYlMUvOamWX+LPNCW6ltW7mtu+Z2sdryslvuum1bli2VllnZ1pZbqbWpZQmu4jUFVAQVxBugyJ3z+0OdpBBh5cwA834+HvN4HM535pzPfIfhzTnne86xGIZhICIiIi7DzdkFiIiIiGMp/EVERFyMwl9ERMTFKPxFRERcjMJfRETExSj8RUREXIzCX0RExMUo/EVERFxMowv/RYsWObsEERGReq3Rhf/BgwedXYKIiEi91ujCX0RERKqn8BcREXExCn8REREXo/AXERFxMQp/ERERF6PwFxERcTEKfxERERdjdXYBIiIijc3+vGO8vvtbftnjBjzd3en17nP8qucNnC4p4s0933NTcA+6+Laha4t23HxVT4fXp/AXERGpY7f++xVOFBWQlHOQ3SezAPjb9q/t7avSd9innRH+2u0vIiJSx04UFQDYg7++UfiLiIi4GIW/iIiIi1H4i4iIuBiFv4iIiItR+IuIiLgYhb+IiIiLUfiLiIi4GIW/iIiIi9EV/sShDMPg2c2fsXjnerysnpwtK6GlzZszpUWUVJQDEObnT0puDgBNrR4UlpVitbhhdXOnqLwUgLZNm3O08DQAPp5NyC8pYmRQd+ZeO4bWTZuRW3yWgtISOjbzo7CshKyCfEJ8W1NSXkb66ROE+vpTYRik5uUQ7tcWgL25Rwn19cfdzY19ecfo6O1HE6sHmadP4mvzwsezCccKT1NhGLT18uF0SRGnis8S2LwlxeVlZJ4+SRc/f8orKiotNyU3h86+rbG6ubM/7xjtvf1oavXg0JlTNPOw4Wfz4kTRGUrKy2nv7UtBaTHHCs8Q7NPK0R+PSIN08fd12/FDNLV64OPZlCMFuZRVVBDm50/m6VPkFJ4mtn0IB/KPcyD/BEM6XU1a3jH25R1jWGA39uUd50D+ca7v0IWjZ/M5ePok3Vq2p6SiDDcsWN3ccbNYOFyQS2l5OV1btCPzzEmyz+ZzXfsuHMg/zv784wwL7ObsLrkshb841IAPX+BA/nEAzpaVAHCyuKDScy4EP0Bh2bmwLzMqKCuvsM+/EPwA+SVFAPz74E7+fXAnGfFz6f7OMwBsveMxRn3yEocLcvnXqF8yf/PnbMzez18HjOf77AO8k5LIzF5DaOLuwbOb/81tnXsxtnMv7lr9D7q2aMcbN07h2g/+CED6lOfo9e5zAKRN+gMRy/9ASUU5G8bO5MF1K0g+nsnrgyaxOvMHVqRu5ne9h+Jl9eSpxE8ZfVVPJob34/8+f40uvm1YMfw+Yt5fAEBm/Dwilj8LwJ6JT3Pt+ws4VXyW1bc8TLeW7euo50Uap/8c2sukNQl0a9mehMFTuOmTvzm7pAZB4S8OdSH4zVRuGPbpXSezOFyQC8Bn6bvYmL0fgKV7vicp5yAAC5PX0tzDBsCH+7ZScf71e05lk3g03b6sovIy+/TJogL7noqNWftJPp4JwIrUzazO/AGARdu+orlHEwD+dWA73ufXkZZ3jO3HD9mXZfBjvUcKcjlVfBaArw7tVfiLXMYHaVuAc5fRTcpJd24xDYiO+YuIiLgYhb+IiDRY6adPOLuEBknhLyIiDda+vGP26XWHU5xYScOiY/7S6CRddJx+76ls+/ThglP26QvH1QEqDIO884MGAT7an2yf/nDfVnOKNNHOE4fZmLWfX3SL5UhBHp8c2M6krjGUV5TzdkoSt3XuResm3vxj90biOoZxdct2LNuziRDf1sS278y/03dSgcGo4B58l72ftNwcJnWNcfbbqje2Hz/EpqMHuKZlBxYmr+VA3nEWD5zIq7s28J/De3njxnj+nb6TN/d8x6sDJ7L7VBZ/Sf6S+bG3cra0hBe2rmFS1xhC/fz567av6OLrz+SuMbywdQ2FZaXMj72VRdu+YtfJIywZNImlezfx6YHtJNw4hfWHU1m8awN/i7uDzNOneGHrGh7tMxybu5VF277ixk5dGdAhlD8nf4mfrSmP9LqRhVvXknU2j5fi7uSl7V+zMXs/CTdO4Z/7knk3NYnXB00i+fghFm37ij9dN5a84kJeSF7DPd2uI6h5K57fuoYo/yBGBffgz8lf4u1hY1bvoTy/dQ1HCs4t9+Wd6/g2ax8JN07hw31beTdlM0sGTSQp5yCv7FzPogHjyTx9khe2ruWpfqMwDIMXtq5hXJc+9GzdkT8nf8VVPq24++pYFiavpaC0mAWxt7Fo21fsPHGEJYMnsayKfngp7k7OlBbbP5v3zx//l8uzGMZFo6MagUceeYSFCxc6uwy5hICER51dwv9sz8Sn6bpsDgCJ4x4l+v35ACyIvY1ZGz8EYGinq+0D/mzuVpp7NOF40RkA7gyLYnlKEgAJgydz95dvAZARP5fAN34PwFe3/ppB//wzAI/2Gc6vet5Q6zov9PEf+o3m+a2rySsp4rbOvcgrLuTLQ3sIbNaSu8KjmfffzwFYOWIaYz9bDEDqpGcIXfokALvveopubz8FwPsjpnJtu5Ba19IYNeTfYamfDt093+Hr1G5/ESe71L/flitc7u5TWfY9Ghuz9tl3iWacOcn2E4ftz8s4fdI+XXzRGQ2F50/F/OlzRKThU/iL1COWK458EZHLU/iLiIi4GIW/iIM0suE1ItKAmRr+wcHBhIeHExkZSWRkJCtWrAAgNTWV2NhYwsLCiIqKYteuXfbXVNcm0hhdfIU/ERFHMH3Lf8WKFSQnJ5OcnMz48eMBmDZtGlOnTiUlJYVZs2YRHx9vf351bSL13ZXG+MVH/C0WHf8XEXM4fLd/Tk4OmzdvZuLEiQCMHTuWzMxM0tLSqm2rSnFxMfn5+ZUe5eXlDnsv4lou3m1/cchfvOX+0634S23VGzWYvrDO2j4uqPhJvcZPllt1/Zeo63+oo7E+RBoDU8/zDw4OxsfHB8MwiI6OZv78+WRkZDBhwgT27t1rf96FNl9f30u2DRo06GfLf+qpp3j66acrzYuJieG7774z6y3JFdI50iIilTW68/zXr1/P9u3b2bJlC61bt2bKlCl1uvzZs2eTl5dX6REdHV2n6xAREWlsTL28b2BgIAAeHh7MmDGDsLAwOnXqRFZWFmVlZVitVgzDICMjg8DAQHx8fC7ZVhWbzYbNZqs0z93d3cy3dEXyS4qoMCooNyooq6jA090KhkFJRTme7lYsnLvIyoXpwrJSmlo9ACgoLaGZhw1fW1MA8ooL7dMiIiK1YVr4FxQUUFpaip+fHwDLly+nV69e+Pv707t3b5YtW0Z8fDwrV64kICCALl26AFTb1pCl5B61X7b1SrxywwTOlpXwyDcf8NteQ3g4cvD/tJz0/BN4e3jSpmnzK65JREQaFtPC/+jRo4wdO5by8nIMwyAkJIS33jp3LfPFixcTHx/P3Llz8fHxISEhwf666trqm9zis/h6Nq3RqOxlezbVyTrnJH7K8cJz14r/09Y1NQ7/orJSvsjYzYAOXSg3DPqv/BNw6WNN76Qksi/3GI9HjdSocxGRRsa08A8JCWHr1qrviBYeHn7JQXnVtTnD2dISVu7bwu1derP7ZDa7Th5hTEgkb/ywkT9uWc3NwT35Vc8bSM3L4eoW7bG6uXEg/zheVk+CfVqzP+8YeSWF5JYU1kk9R8/mV/r5eOEZ9uYe5ejZfIZ0uprdJ7NIzcthbOde7DqRxe5TWYzt3Iu7Vv+DzTkH6eDty9Rrrre/PjU3h9TcHNp5+9CmSTP25R+nvKKC33177kY1BWUlPNZ3BD+cyiYl9+jPlpuam8M1rTpgtbix6+QRQnza4OXhSUruUdo0bU4LmxeHzpzCDQsdmvnVSR+IiMiV0V39LkOj0y9vXJfeDOwYzi/XLadby/a8OOAOBn907hBH6qQ/ELr0CQDSpzxH8JuPObNUEZF65/nrxnJHWJRD16nL+8oVez9tC++l/ReA3Sez2Ji1z952qqjAPl100R3jRETknD8krXL4OhX+IiIiLkbhLyIi4mIU/iIiIk7kjIF3Cn+pE18fTrFPP7HpX/bp6Pd/PJWw67I5Dq1JRESqpvAXERFxovySIoevU+EvIiLiYhT+IiIiLkbhX43yigpnlyAiIlLnFP7VWJ6S5OwSRERE6pzCvxrz/vu5s0sQERGpcwp/ERERF6PwFxERcTEKfxERERej8BcREXExCn8REREXo/AXERFxMQr/algsFmeXICIiUucU/iIiIi5G4S8iIuJiFP4iIiIuRuFfDR3xFxGRxkjhXw3D2QWIiIiYQOEvIiLiYhT+IiIiLkbhXw0d8xcRkcZI4S8iIuJiFP4iIiIuRuEvIiLiYhT+IiIiLsYh4Z+QkIDFYuGjjz4CICcnh+HDhxMaGkr37t1Zv369/bnVtYmIiMiVMz3809PTee2114iJibHPe/TRR4mJiSE1NZWEhAQmTJhAaWnpZdsczaLx/iIi0giZGv4VFRXce++9vPjii9hsNvv89957j+nTpwMQFRVFhw4dWLdu3WXbfqq4uJj8/PxKj/Ly8jqrX3f0FRGRxsjU8F+4cCHXXXcdffr0sc87ceIEpaWltGvXzj4vODiYjIyMatuqMm/ePHx9fSs9EhMTzXtDIiIijYBp4b9z505WrlzJ448/btYqmD17Nnl5eZUe0dHRpq1PRESkMbCateANGzaQnp5OaGgoANnZ2UydOpWnn34aq9VKdna2fQs/PT2dwMBAWrVqdcm2qthstkqHEwDc3d3NeksiIiKNgmlb/vfffz9ZWVmkp6eTnp5OTEwMr776Kvfffz/jxo3jlVdeASApKYnDhw8TFxcHUG2boxm6rZ+IiDRCpm35V2fBggVMmjSJ0NBQPD09WbZsGR4eHpdtExERkSvnsPD/+uuv7dNt27Zl9erVVT6vujYRERG5crrCn4iIiItR+FdD5/mLiEhjVOvwz8rKsu/CLysro6SkpK5rEhERERPVKvw/+OADYmJiiI+PB2DXrl2MGTPGhLJERETELLUK/3nz5rFlyxZatGgBQEREBAcPHjSlsPpA1/YXEZHGqFbh7+7uTqtWrSrN8/T0rNOCRERExFy1Cv/mzZtz9OhRLOdHwn355Ze0bNnSlMJERETEHLU6z3/BggWMGDGC/fv3079/fw4cOMCqVavMqk1ERERMUKvw79u3L//5z3/YuHEjhmEQGxuLn5+fSaU5n071ExGRxqhWu/2TkpJwc3NjxIgRjBw5Ejc3NzZv3mxWbSIiImKCWoX/tGnT8PLysv/s5eXF9OnT67yo+kI39hERkcaoVuFfUVFR6Za5VquVsrKyOi9KREREzFOr8Pf09CQ1NdX+c0pKiu64JyIi0sDUasDfnDlz6N+/PyNGjADgiy++ICEhwZTCRERExBy1Cv+bbrqJDRs2sHbtWgCeeOIJOnfubEphIiIiYo5ahT9AWFgYYWFhZtQiIiIiDlCj8L/zzjtZvnw5vXr1sl/d72Jbtmyp88LqA53nLyIijVGNwn/mzJkA/OUvfzGzFhEREXGAGoV/nz59KC8vZ8mSJSxdutTsmkRERMRENT7Vz93dnZSUFDNrEREREQeo1YC/gQMHMnXqVOLj42nWrJl9fs+ePeu8MBERETFHrcJ/xYoVAKxZs8Y+z2KxsH///rqtSkRERExTq/A/cOCAWXXUS8XlunSxiIg0PjU65r9jxw769u2Lj48PgwYNIiMjw+y66oX8kiJnlyAiIlLnahT+DzzwAHfddRebNm2if//+/O53vzO7LhERETFJjXb75+Xl8etf/xqAZ555ht69e5talIiIiJinRlv+F9/GV0RERBq2Gm3579mzp9LW/k9/bqyX9xUREWmMahT+n332mdl1iIiIiIPUKPzj4uLMrkNEREQcpMaX9xUREZHGwdTwHzp0KD179iQyMpLrr7+erVu3ApCamkpsbCxhYWFERUWxa9cu+2uqaxMREZErZ2r4v/fee2zfvp3k5GQeeeQR4uPjAZg2bRpTp04lJSWFWbNm2edfrk1ERESuXK3Df+XKlcydOxeAw4cPs2PHjks+18/Pzz6dl5eHxWIhJyeHzZs3M3HiRADGjh1LZmYmaWlp1bZVpbi4mPz8/EqP8vLy2r4lERERl1Kr8H/yySdZsmQJb7zxxrkXu7kxbdq0al8zefJkOnXqxBNPPMHSpUvJzMykffv2WK3nxhpaLBYCAwPJyMiotq0q8+bNw9fXt9IjMTGxNm9JRETE5dQq/D/++GM+/fRTvL29AWjfvj1nzpyp9jVvvfUWmZmZPPvss8yaNet/r7QKs2fPJi8vr9IjOjq6TtchIiLS2NTqrn5Nmzb92dX+DMOo0WunTJnC9OnTCQgIICsri7KyMqxWK4ZhkJGRQWBgID4+Ppdsq4rNZsNms1Wap6sRioiIVK9WW/5BQUFs2LABi8VCaWkpTz/9NJGRkVU+Nzc3lyNHjth//uijj2jVqhX+/v707t2bZcuWAefGEAQEBNClS5dq20RERKRu1GrL/69//StTpkxhx44deHt7M3DgQN5+++0qn5uXl8e4ceMoLCzEzc2NNm3a8Omnn2KxWFi8eDHx8fHMnTsXHx8fEhIS7K+rrk1ERESuXK3Cv23btnz++eecPXsWwzDsx/6rEhQUdMnBd+Hh4Xz33Xe1bhMREZErV6vd/p988gn5+fl4eXnx8ssvc/vtt7Nz506zahMRERET1Cr8H3vsMXx8fNi2bRvLli1jyJAh3H///WbVJiIiIiaoVfhfOP9+9erVTJ06lWnTplFQUGBKYSIiImKOWoV/eXk5mzZtYuXKlQwcOBCA0tJSUwoTERERc9Qq/J999lmmTZtG//79ufrqq9m7dy9hYWFm1SYiIiImqNVo/5tvvpmbb77Z/nN4eDgrV66s86JERETEPLUKf4DExESSk5MpKiqyz3vooYfqtCgRERExT63Cf+7cuXzwwQdkZGQQFxfHmjVrGDx4sMJfRESkAanVMf933nmHjRs3EhAQwMqVK0lKSsLNrdZ3BRYREREnqlVyN2nShCZNmlBRUYFhGISHh7Nv3z6zahMRERET1PqufqWlpURGRjJz5kwCAgIoLy83qzYRERExQa22/F9++WVKSkp44YUXyM/P59tvv2Xp0qVm1SYiIiImqNWWf/fu3QHw9vbmtddeM6UgERERMVeNtvwLCwt5+eWXeffdd6moqGDmzJn06NGDcePGcfjwYbNrFBERkTpUo/C/7777WLVqFa+++irDhg0jNzeXP/7xjwQHBzN9+nSzaxQREZE6VKPd/lu2bGH37t0UFRXRvn17vvjiC9zc3BgxYgQ9evQwu0YRERGpQzXa8rfZbMC5U/2Cg4Mrndvv4eFhTmUiIiJiihpt+RcVFbFjxw4Mw6g0DefGA4iIiEjDUaPwLywsZPTo0fafL562WCx1X5WIiIiYpkbhn56ebnIZ9ZOfzYvc4rPOLkNERKRO6cL8IiIiLkbhXw0d0BARkcZI4S8iIuJiFP4iIiIuRuFfDcPZBYiIiJhA4S8iIuJiFP4iIiIuRuEvIiLiYhT+1dCpfiIi0hgp/KthUfyLiEgjpPCvhm5bICIijZFp4V9UVMSYMWMICwsjIiKCIUOGkJaWBkBOTg7Dhw8nNDSU7t27s379evvrqmtztLxi3bFQREQaH1O3/KdOncrevXvZtm0bt9xyC/feey8Ajz76KDExMaSmppKQkMCECRMoLS29bJujlRkVTlmviIiImUwL/yZNmjBy5Ej7LX9jYmLsdwd87733mD59OgBRUVF06NCBdevWXbbtp4qLi8nPz6/0KC8vN+stiYiINAoOO+a/aNEibrnlFk6cOEFpaSnt2rWztwUHB5ORkVFtW1XmzZuHr69vpUdiYqLp70VERKQhc0j4z507l7S0NObNm1eny509ezZ5eXmVHtHR0XW6DhERkcbGavYKnn/+eT788EPWrl2Ll5cXXl5eWK1WsrOz7Vv46enpBAYG0qpVq0u2VcVms2Gz2SrNc3d3N/cNiYiINHCmbvkvXLiQ5cuXs2bNGvz8/Ozzx40bxyuvvAJAUlIShw8fJi4u7rJtIiIicuVM2/I/dOgQv/nNbwgJCWHgwIHAuS31TZs2sWDBAiZNmkRoaCienp4sW7YMDw8PgGrbREREGpu+/kEOX6dp4R8QEIBhVH1T3LZt27J69epat4mIiDQ2Hm6OP1ytK/yJiIi4GIW/iIiIi1H4i4iIOJFB1YfIzaTwFxERcTEKfxERESdyxu3jFf4iIiJOpN3+IiIiYjqFv4iIiItR+IuIiDiRjvmLiIiI6RT+IiIiTqQBfyIiImI6hb+IiIiLUfiLiIi4GIW/iIiIi1H4i4iIuBiFv4iIiItR+IuIiDiRLvIjIiIiplP4i4iIuBiFv4iIiItR+IuIiDiRLu8rIiIiplP4i4iIuBiFv4iIiItR+IuIiLgYhb+IiIgT6SI/IiIiLkaj/UVERMR0Cn8REREXo/AXERFxIsPxe/3NDf+HHnqI4OBgLBYLycnJ9vmpqanExsYSFhZGVFQUu3btqlGbiIhI49PIjvnffvvtfPPNNwQFBVWaP23aNKZOnUpKSgqzZs0iPj6+Rm0iIiJy5UwN/wEDBhAQEFBpXk5ODps3b2bixIkAjB07lszMTNLS0qptq0pxcTH5+fmVHuXl5Wa+JRERkQbP4cf8MzMzad++PVarFQCLxUJgYCAZGRnVtlVl3rx5+Pr6VnokJiY67L2IiIg0RA16wN/s2bPJy8ur9IiOjnZ2WSIiIjXmhPF+WB29wk6dOpGVlUVZWRlWqxXDMMjIyCAwMBAfH59LtlXFZrNhs9kqzXN3d6+zWpu4e1BUXlpnyxMREakPHL7l7+/vT+/evVm2bBkAK1euJCAggC5dulTb5gxuFsdfclFERMRspm75T5s2jVWrVpGdnc2wYcNo3rw5aWlpLF68mPj4eObOnYuPjw8JCQn211TXJiIiIlfO1PBfvHhxlfPDw8P57rvvat3maKOv6sm7qZudXYaIiDRicR1CHb7OBj3gz2y+nk2dXYKIiDRy917T3+HrVPhXI65jmLNLEGn03ht+X5Xz/x53p336iaiRV7SOiNY/Xm+kW8v2V7SsFjavK3r9xdo2bW6ffqDHDfbp0Vf1vORrxof2uexym1o9qpw/79oxNa5NHMfbw3b5J9Uxh4/2b0ii2gY7uwSROmNzt1JcXlYny7q/exwv71wHwM4JT9L9nWcAmBTej3mxt9qfd6r4LGm5OfT1D6KovJStxzLp1/YqDAw25xwksnUnmlg9OHT3fAzDoMIw2H0yC3+v5rT18mF15g9YgGndB/DmD9+TceYka8fM4L85Gby2awMzew0h8Wg6//hhI5/d/CCe7lYeWLecmb2GEOLbmps/eYmHIgYxrfv1TFydQI9WHXksagQPrFuOu8WNP/cfx/Nb17Dp6AEeibyRjw9sY3lKEq8PmoSHu5Xnkv7NXweMx2KBGRveZ1bvYUS0DuC6D/5IQVkJANe178y3WfsAGBQQzleH9gLQ1z+ICsNgxfD7+PTAdpbs/oZ/DJ5C+ukTPLXpE+bH3kYLW1Pu//odHuw5kOs7hPJt1j5GBfdgavf+FJSW4G6xMLP3UN5NSWJ//nHeGhKPm8WN+K6xfHZwJwfPnOTj/dv4W9wdnCgqYM6mT3iw50CubRfChNWvM7TT1dx7TX/+7/PXALgjLIrZ330EQPqU5wh+87E6+X0AmB97K49u/CcALW3enCwuqLNlO8KADqEsHXI3QW/+HoBlQ39BxumT/P58f/X1D2JzzkHeGXoPvf0D+fv2rxkedA3XtOzA7pNZtPXywcezCV2WPgHAgSnPcdX5/v189INsPZbJ8pQk3rgxnr/v+Jolu7/lrrBoZkQOdsbbxWIYzrilgHkeeeQRFi5cWCfLKiwrJfT8B1mfXfwHZ1r3ASzeuR6A5h42TpcWA/CPwZP5xZdvOa1Gcb6Lw9/DzZ3Siv/9aphP97uZOZs+ASqH/+bxv6edl8+VF9sArM7YjX/T5kS26UTi0XTOlpVwQ8cw9p46yp5T2Yy+qicWk88YMgyDnMLTtD3f59ln82nbtDkWi4Wcs6dp3dQbN4sbn6bvIMSnFd1aduB0SREWi4VmHjZ2nThC+ukTeLq506ppM3q3CeS/OQfJKyliUEA4qbk57DxxhDEhEXR6YzZQ+e/NxQ7dPZ+AhEeByv8IjAmJ5KP9yQAENW/JwdMn7a+JbhtM4tF0AGb1HsaCLV+Y1VWXdeju+QCUV1RwsriANhftlamN0yVFuFkseHvY+PZIGkcLT3Nb516VnmMYBkcLTzv1u6It/2rU5xP9rm7Rjh9OZQNwfYcu9i/jhLAoe/hvu/MJQt56/GevdbNYqGhc//OJA8R1DGPd4ZSfzbfU62+KeYYGdrNPR1+0lzC8RVvCW7R1SA0Wi8Ue/EClMPH3+jG8RgX3sE8392xin76mVQeuadWh0jL7+P94L5ZQP39C/fxrXM/MXkNYfySV2zv3tod/Q+Pu5vY/Bz9U7t/rOlR9mrrFYnH6P8k65l+N+nyef+umzS77HHdL1R/v+NC+9um2LrKVJlz5P3z6h9Gl/bbXELytnjweNZKHIwZV+ZwZkYP5cOR0mlw05sDL6umoEqUWFP7V8HS3cs0VDg6qj/wv+q82qHlLOjVrYf/5lqsinFGSOECrJt726Sv9t7b+/lssZnk4cjC773qKML+23H11bKW2JYMm/ez582NvJaJ1AL/tPYSAZn4A3NjpavvfG5u7lQ7efmaXDZwbl3HBxPB+hPi05sGeA5nefQCdfdtwf/c4h9RRnyj8L2PlyOn26c9HP2iffip6lH16WGA33h8xlVHBPewjdlvavPnnyOn85fr/A8DP5sXm8b9nYng/5l97K/8d/3t+1fMGZvUexpbxj3Fjp64ENW9F0v/Nti93dp/h9unhgddUqqtbyx931XVq1tI+3ewno0ZHBF1Dp2YtuL5DKEsGTWJMSCS/7BHHxzfdz6jgHrw44A7eHnoPNwX34PPRD/LstbfYX/vJqAe4ukU7AL4fN4vBAV0BGHvR8SvtOah/JoX3s0/Pib7JPn1/jx//wF1fzXnF/S7ahX3x7/lvew+1T48M7kE7Lx/GhETi49mEPm0C6dmqI/412CMlDZe727nIaN20GQ9HDOKWkAheiruTYRcdArlgYng/Vt38K9o0bc6/bnqAhf1v59E+w3l76C+4KbgHn4z6JU/3G8Xoq3qyfNg99D+/i9yChW13Ps59dXT626G757Ni+H3smPAk+yY/y/zYW1k/diaz+gzj8aiRrLvtNzwWNaJO1tWQaMBfTZa54X2KK8p4Ke5OFm5dy8bsfbw99B4+3p/Mm3u+5/XBkysdv6kwKnC7aJf71mOZXOXTCr9qThEyDAMDAzeLG4lH0/nmSBoPRQwkPf8EH+7bytTu19sHVQGkTHyGl3Z8zYjzo01f2vE1Ea0DuL5DKO+kJOJl9WRMSGSl5daFC+9t7ubP2HXiCG8NuZtlezfxftoWlg6JZ+neTby66xveG34fh8+c4u4v3+LhiEHEtu/M+M9f466waJ6JGc1dq1/H5mblF92uY8raN/D1bMKzMWNYuW8LZRUVvDkknrf2fMfTiasqrX9h/9u5yqc1Mza8T7eW7diSk8HRwtO8OOAObggIY9LqBMaERDDl6mu584slfJ99gH5tg9l0flCRWYYFduOLjN0/mx/YrCVuFgvpp0/wcMQg8koKeeOH7+jfvgvjQ/vy4Pp3cbNYSJ30BzqfH59x8Sjs5DseZ+Lqf7Dz5BFW3fwr/rlvK0t2f8vz142lidWDX617lzvDoojvei3D/vVXwv3a8uWtv+Y333zA2dIS/n7DnSza9hUbjqTx9tBfsOrgTpbs+obXB03i4JmTzNn0CfOuvZUWNi/u//ptHowYxA0dw5jwxeuMCu7BPd2uY/KaBMJbtOXJ6FE88PVybO5WFl4/rtLveV3/nolr2n78EAHNWtDy/F6qM6XFdF02B4APRkzl9s9eBeC5mFt47PuPAbjvmv6cKS1meUoSse1CmBAezcs71vFk9KhKW/xSmcK/AQlb+iRnz59edGFkqtRO4tF07vtqKSeKKp+GFNchlAcjBnL7Z68yPrQvC2JvJa+kkPIKA3+v5hwrPE3rJs1qNXr7WOFpWjXxViCKXIH8kiI83NxpavVg67FMThYVMLhTV/bnHWP7icP2Q5XHCs9UGuQo1VP4NyDJxzJ5dOM/eSL6Jv1He4X25x3n8e8/prlnE165YYLpp2SJiNQnCn8REREXo/2RIiIiLkbhLyIi4mIU/iIiIi5G4S8iIuJiFP4iIiIuRuEvIiLiYhT+IiIiLkbhLyIi4mIa3UV+brvtNoKDg+tseeXl5SQmJhIdHY27u3udLVdqRv3vXOp/51L/O1dD7f+goCAefvjhap/T6MK/ruXn5+Pr60teXh4+PrqDnaOp/51L/e9c6n/nasz9r93+IiIiLkbhLyIi4mIU/iIiIi5G4X8ZNpuNOXPmYLPZnF2KS1L/O5f637nU/87VmPtfA/5ERERcjLb8RUREXIzCX0RExMUo/EVERFyMwr8aqampxMbGEhYWRlRUFLt27XJ2SQ1ScHAw4eHhREZGEhkZyYoVK4Dq+9eMNlfx0EMPERwcjMViITk52T7f0f3tqp/Fpfr/Ut8DUP/XpaKiIsaMGUNYWBgREREMGTKEtLQ0AHJychg+fDihoaF0796d9evX21/n6DanM+SSBg4caCQkJBiGYRjvv/++0bdvX+cW1EAFBQUZW7du/dn86vrXjDZXsW7dOiMzM/Nn/e7o/nbVz+JS/X+p74FhqP/rUmFhobFq1SqjoqLCMAzDePHFF424uDjDMAzj7rvvNubMmWMYhmEkJiYaHTt2NEpKSpzS5mwK/0s4evSo0bx5c6O0tNQwDMOoqKgw2rZta6Smpjq5soanqj961fWvGW2u6OJ+d3R/67P4+e/9pcJf/W+upKQkIygoyDAMw/D29jaysrLsbVFRUcaaNWuc0uZs2u1/CZmZmbRv3x6r1QqAxWIhMDCQjIwMJ1fWME2ePJkePXpwzz33cOzYsWr714w2V+fo/tZnUbWffg/A8Z+Nq1m0aBG33HILJ06coLS0lHbt2tnbgoODycjIcHhbfaDwF9OtX7+e7du3s2XLFlq3bs2UKVOcXZKIw+l74Hhz584lLS2NefPmObuUesfq7ALqq06dOpGVlUVZWRlWqxXDMMjIyCAwMNDZpTU4F/rMw8ODGTNmEBYWVm3/+vj41Hmbq3N0f+uz+Lmqvgfg+M/GVTz//PN8+OGHrF27Fi8vL7y8vLBarWRnZ9u3xtPT0wkMDKRVq1YObasPtOV/Cf7+/vTu3Ztly5YBsHLlSgICAujSpYuTK2tYCgoKyM3Ntf+8fPlyevXqVW3/mtHm6hzd3/osKrvU9wAc/9m4goULF7J8+XLWrFmDn5+fff64ceN45ZVXAEhKSuLw4cPExcU5pc3pnDHQoKHYs2ePERMTY4SGhhp9+vQxtm/f7uySGpx9+/YZkZGRRo8ePYzu3bsbo0ePNg4cOGAYRvX9a0abq5g6darRsWNHw93d3fD39zc6d+5sGIbj+9tVP4uq+r+674FhqP/rUmZmpgEYISEhRkREhBEREWFER0cbhmEY2dnZxpAhQ4wuXboY3bp1M7766iv76xzd5my6tr+IiIiL0W5/ERERF6PwFxERcTEKfxERERej8BeR/1lwcDDJycnEx8fTsWNHevXqRWhoKP3792fp0qXOLk9ELkHn+YtInfjtb3/LjBkzAEhOTmb8+PEcO3aMRx55xLmFicjPaMtfROpcZGQkixYtYsGCBeiEIpH6R+EvIqbo168fOTk59mvYi0j9ofAXEVNoi1+k/lL4i4gpkpKS8Pf3x9/f39mliMhPKPxFpM5t376dGTNmMGvWLGeXIiJV0Gh/EakTf/rTn3jjjTc4e/Ys/v7+zJ49m8mTJzu7LBGpgq7tLyIi4mK0219ERMTFKPxFRERcjMJfRETExSj8RUREXIzCX0RExMUo/EVERFyMwl9ERMTFKPxFRERcjMJfRETExSj8RUREXMz/AwJlqFb/A/5QAAAAAElFTkSuQmCC)

**Model training**

Model training is a critical step in the development of a machine learning model. During this phase, you teach your model to recognize patterns in the data so that it can make predictions or classifications on new, unseen data. Here is a general outline of the model training process
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**Evaluation**

Evaluation of a machine learning model is crucial to assess its performance and determine how well it generalizes to new, unseen data. The choice of evaluation metrics depends on the type of problem you're solving (classification, regression, clustering, etc.). Here are some common evaluation metrics for different types of problems

Program

from matplotlib import pyplot as plt

from sklearn import svm

from sklearn.model\_selection import train\_test\_split

from sklearn.metrics import r2\_score, mean\_squared\_error, mean\_absolute\_error, median\_absolute\_error, explained\_variance\_score, max\_error

|  |  |
| --- | --- |
|  | test = df.iloc[-52:] |
|  | df = df.iloc[:-52] |

X = df.drop('sales', axis=1)

y = df['sales']

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

clf = svm.SVR(C=1, kernel='linear', degree=8, gamma='scale', coef0=10)

clf.fit(X\_train, y\_train)

predictions = clf.predict(X\_test)

print(f'Model fit results:\n'

f'r2\_score {r2\_score(y\_test, predictions)} \t MSE {mean\_squared\_error(y\_test, predictions)}'

f'\tEVS {explained\_variance\_score(y\_test, predictions)} \n MAE {mean\_absolute\_error(y\_test, predictions)}'

f'\tMAD {median\_absolute\_error(y\_test, predictions)}\t ME {max\_error(y\_test, predictions)}')

output

###OUTPUT###

Model fit results:

r2\_score 0.9071953443448584 MSE 6553.674543344077

EVS 0.9175800366290838 MAE 58.80295451823111

MAD 37.648574124556035 ME 304.51308147895793

Data splitting

Split your dataset into a training set and a testing set. This is crucial for assessing the model's performance and ensuring it generalizes well to unseen data.

A data splitting program typically takes a dataset and divides it into multiple subsets for purposes such as training and testing machine learning models, cross-validation, or creating training, validation, and test sets. The program and its output depend on the specific programming language and libraries you're using. Below is a Python program that uses the scikit-learn library to split data into training and testing sets, along with an example of its output:

Program;

from sklearn.model\_selection import train\_test\_split

# Sample dataset (replace with your own data)

data = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]

labels = [0, 0, 1, 0, 1, 1, 1, 0, 1, 0]

# Split the data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(data, labels, test\_size=0.2, random\_state=42)

print("Training data:")

print("X\_train:", X\_train)

print("y\_train:", y\_train)

print("Testing data:")

print("X\_test:", X\_test)

print("y\_test:", y\_test)

Output;

Training data:

X\_train: [1, 7, 6, 10, 5, 9, 3, 2]

y\_train: [0, 1, 1, 0, 1, 1, 1, 0]

Testing data:

X\_test: [4, 8]

y\_test: [0,

cross-validation

Cross-validation is a technique used to assess the performance and generalization of a machine learning model. Here's a Python program that performs cross-validation using scikit-learn and provides an example of its output

Program;

from sklearn.model\_selection import cross\_val\_score

from sklearn.datasets import load\_iris

from sklearn.svm import SVC

# Load a sample dataset (Iris dataset in this case)

iris = load\_iris()

X, y = iris.data, iris.target

# Create a support vector machine (SVM) classifier

clf = SVC(kernel='linear', C=1)

# Perform 5-fold cross-validation

scores = cross\_val\_score(clf, X, y, cv=5)

# Output the cross-validation scores

print("Cross-validation scores:", scores)

print("Mean accuracy:", scores.mean())

output;

Cross-validation scores: [1. 1. 0.96666667 0.96666667 1. ]

Mean accuracy: 0.9866666666666667

**Deployment**

**The deployment of a machine learning model involves taking a trained model and making it accessible for use in a production environment. The specifics of a deployment program and its output will depend on the deployment platform and technology stack you are using. Below, I'll provide a simple example of deploying a scikit-learn model using Flask, a web framework for Python. This is a basic illustration, and actual deployment in a production environment would involve additional considerations and infrastructure.**

**Program;**

from flask import Flask, request, jsonify

import joblib

app = Flask(\_\_name)

# Load the trained scikit-learn model

model = joblib.load('your\_trained\_model.pkl')

@app.route('/predict', methods=['POST'])

def predict():

try:

# Get data from the request

data = request.get\_json()

# Make a prediction using the loaded model

prediction = model.predict([data['features']])[0]

# Return the prediction as JSON

return jsonify({'prediction': int(prediction)})

except Exception as e:

return jsonify({'error': str(e)})

if \_\_name\_\_ == '\_\_main':

app.run(debug=True)

output;

\* Running on http://127.0.0.1:5000/ (Press CTRL+C to quit)

Hyperparameter Tuning

Hyperparameter tuning is an essential part of machine learning model development. There are various methods and tools you can use to perform hyperparameter tuning, such as grid search, random search, Bayesian optimization, and more. The specific program and output for hyperparameter tuning can vary depending on the programming language and libraries you are using. Below, I'll provide a Python example using the popular Scikit-Learn library and the GridSearchCV method to tune hyperparameters for a Support Vector Machine (SVM) classifier.

Program;

# Import necessary libraries

from sklearn import datasets

from sklearn.model\_selection import train\_test\_split

from sklearn.svm import SVC

from sklearn.model\_selection import GridSearchCV

# Load a sample dataset

iris = datasets.load\_iris()

X = iris.data

y = iris.target

# Split the data into training and testing sets

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.3, random\_state=42)

# Define the hyperparameter grid to search

param\_grid = {

'C': [0.1, 1, 10],

'kernel': ['linear', 'rbf', 'poly'],

'gamma': [0.1, 1, 'scale', 'auto']

}

# Create an SVM classifier

svm = SVC()

# Perform grid search with cross-validation

grid\_search = GridSearchCV(svm, param\_grid, cv=5, verbose=1, n\_jobs=-1) # n\_jobs=-1 to use all available CPU cores

# Fit the grid search to the data

grid\_search.fit(X\_train, y\_train)

# Print the best hyperparameters and the corresponding accuracy

print("Best hyperparameters: ", grid\_search.best\_params\_)

print("Best cross-validation score: {:.2f}".format(grid\_search.best\_score\_))

# Evaluate the best model on the test data

best\_svm = grid\_search.best\_estimator\_

test\_accuracy = best\_svm.score(X\_test, y\_test)

print("Test set accuracy with best hyperparameters: {:.2f}".format(test\_accuracy))

output;

Fitting 5 folds for each of 36 candidates, totalling 180 fits

Best hyperparameters: {'C': 1, 'gamma': 'scale', 'kernel': 'rbf'}

Best cross-validation score: 0.97

Test set accuracy with best hyperparameters: 0.89

**Monitoring and Maintenance Program**

**program;**

1. **Data Quality Monitoring:** Regularly check the quality and integrity of incoming data. This includes checking for missing data, outliers, and data distribution shifts that can affect model performance.
2. **Model Performance Monitoring:** Continuously monitor the model's performance metrics, such as accuracy, precision, recall, and F1-score. Set up alerts for significant drops in performance.
3. **Anomaly Detection:** Implement anomaly detection to identify unusual patterns in data and predictions. Deviations from expected behavior may indicate data or model issues.
4. **Model Drift Detection:** Continuously monitor for concept drift or data drift, which can occur when the underlying data distribution changes over time. Tools like **scikit-multiflow** or custom drift detection algorithms can be used.
5. **Logging and Auditing:** Maintain detailed logs of model predictions, incoming data, and user interactions. Audit these logs to ensure compliance, investigate issues, and track model behavior.
6. **Error and Exception Handling:** Implement robust error handling and exception management to prevent unexpected failures and ensure graceful degradation of service.
7. **Performance Metrics Visualization:** Create visual dashboards or reports to provide stakeholders with a clear view of model performance, data quality, and other relevant metrics.
8. **Automated Alerts:** Set up alerts and notifications for critical events, such as model failures, data anomalies, or performance degradation.
9. **Regular Model Retraining:** Schedule periodic retraining of the model using new data to keep it up-to-date. Automated pipelines can help with this
10. **Version Control:** Implement model version control to track changes and roll back to previous versions if necessary.

Output;

Monitoring and maintenance of a deployed machine learning model in a production environment is crucial to ensure that it continues to perform well and meet its objectives. The specifics of a monitoring and maintenance program and its output will depend on the technology stack, infrastructure, and tools used. Below, I'll provide a high-level overview of what such a program might involve, as well as the types of outputs you might expect.

**Monitoring and Maintenance Program:**

1. **Data Quality Monitoring:** Regularly check the quality and integrity of incoming data. This includes checking for missing data, outliers, and data distribution shifts that can affect model performance.
2. **Model Performance Monitoring:** Continuously monitor the model's performance metrics, such as accuracy, precision, recall, and F1-score. Set up alerts for significant drops in performance.
3. **Anomaly Detection:** Implement anomaly detection to identify unusual patterns in data and predictions. Deviations from expected behavior may indicate data or model issues.
4. **Model Drift Detection:** Continuously monitor for concept drift or data drift, which can occur when the underlying data distribution changes over time. Tools like **scikit-multiflow** or custom drift detection algorithms can be used.
5. **Logging and Auditing:** Maintain detailed logs of model predictions, incoming data, and user interactions. Audit these logs to ensure compliance, investigate issues, and track model behavior.
6. **Error and Exception Handling:** Implement robust error handling and exception management to prevent unexpected failures and ensure graceful degradation of service.
7. **Performance Metrics Visualization:** Create visual dashboards or reports to provide stakeholders with a clear view of model performance, data quality, and other relevant metrics.
8. **Automated Alerts:** Set up alerts and notifications for critical events, such as model failures, data anomalies, or performance degradation.
9. **Regular Model Retraining:** Schedule periodic retraining of the model using new data to keep it up-to-date. Automated pipelines can help with this.
10. **Version Control:** Implement model version control to track changes and roll back to previous versions if necessary.

**Monitoring and Maintenance Output:**

The output of a monitoring and maintenance program can include:

1. **Alerts and Notifications:** When issues are detected (e.g., data drift, performance drop, anomalies), alerts are sent to relevant stakeholders via email, SMS, or other communication channels.
2. **Performance Reports:** Regular reports on model performance, data quality, and drift detection results. These reports can be in the form of dashboards, emails, or documents.
3. **Logs and Audits:** Log files containing detailed information about model predictions, data input, and user interactions. Audit reports for compliance and troubleshooting.
4. **Scheduled Retraining Reports:** Reports on model retraining activities, including the data used, changes in performance, and new model versions.
5. **Maintenance Records:** Documentation of maintenance activities, including updates to the model, infrastructure changes, and any issues resolved.
6. **Documentation:** Updated documentation on model specifications, deployment configurations, and maintenance procedures.

The specific tools and technologies used for monitoring and maintenance will vary depending on your infrastructure and requirements. Popular tools for monitoring include Prometheus, Grafana, ELK Stack, and custom scripts. Regularly reviewing these outputs and taking action based on the information they provide is essential for the ongoing health and performance of your machine learning model in a production environment.

Conculsion:

ML is a powerful tool that can help businesses improve their product demand prediction accuracy, granularity, and efficiency. This can lead to significant improvements in profitability, customer satisfaction, and operational efficiency.

If you are looking to improve your product demand prediction, consider using ML. There are a variety of ML solutions available, so you can find one that is right for your business needs and budget.