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Vernemq cluster HA improvement
test

1 Test Framework

The original  test framework was first adapted to facilitate long-running test sessions comprised 
of successive
testruns and automatic reporting.

Test session results are captured in a table .

Each session contains a number of successive testruns

In each testrun we perform the following steps :

 check/wait until cluster is healthy

 trigger tx client :  txm starts publishing a keyspace of 1000 messages

 kill the node where rx client is connected to

 wait until tx_eos  : all messages delivered to broker (End Of Sequence)

 wait until cluster is healthy again

 get message analysis results from rx client (stowaways, admitted, duplicates, missing)
and log results as row in the table.

  start next testrun ...

Notes :

 each successive keyspace sequence of 1000 messages gets a "sequence id"

 the rx client expects only messages with the correct sequence id corresponding to each 
testrun

 the rx client flags messages with a wrong sequence_id as "stowaways"

 stowaways are not considered when checking for missing/duplicate rx messages
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2 3-node VerneMQ 1.11.0

2.1 Test session results

2.2 Example testrun captures

This is a capture of testrun 19 where both Tx and Rx were connected to myvernemq-2 :
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This is a capture of testrun 8 :
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3 3-node VerneMQ with "Cluster HA improvements"

3.1 Test session results

3.2 Example HA testrun

Note that this example is a capture of one of the rare testruns that still shows a single lost message.
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4  Conclusion

 The "Cluster HA improvement" almost completely resolved the issue of lost 
messages in QoS1.

 "almost" because we still can get 1 message lost in about 1000 testruns. (as can be seen in 
the last plot above)

 This remaining message loss is a result of unfortunate timing and it's probability of 
occurrence is therefore directly related to message rate.

 Note that in order to avoid message loss, the VerneMQ parameter 
"outgoing_clustering_buffer_size" must be set sufficiently high.
This parameter limits the size of the buffer on the inter-node tcp link.
It's value depends on :

o The maximum expected message rate between 2 broker nodes

o The size of the messages

o The maximum expected time between a node crash and restart + rejoin
(in the example above this is about 7s, but sometimes it took even longer)

LikeBe the first to like this

 No labels

 Edit Labels  

Write a comment…

5

https://confluence.newtec.eu/display/~mvo/Vernemq+cluster+HA
https://confluence.newtec.eu/display/~mvo/Vernemq+cluster+HA
https://confluence.newtec.eu/users/profile/editmyprofilepicture.action

	Vernemq cluster HA improvement test
	1 Test Framework
	2 3-node VerneMQ 1.11.0
	2.1 Test session results
	2.2 Example testrun captures

	3 3-node VerneMQ with "Cluster HA improvements"
	3.1 Test session results
	3.2 Example HA testrun

	4  Conclusion

