![Icon

Description automatically generated](data:image/jpeg;base64,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)VerticaPy Machine Learning V1.1.x Cheat Sheet

VerticaPy Machine Learning supports the entire machine learning workflow via a Python interface. For more information about the capabilities of VerticaPy ML, see the [VerticaPy ML documentation](https://www.vertica.com/python/documentation/1.1.x/html/index.html) or check out the [VerticaPy examples](https://www.vertica.com/python/documentation/1.1.x/html/examples.html).

**Legend:** Grey text describes the function. Highlighted text represents some (and not all) of the optional parameters. Parameters are in purple. Strings are orange.

# 

## Load data [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.read_csv.html)

=> import verticapy as vp

=> VDataFrame=vp.read\_csv("filename.csv") – Creates a vDataFrame from a csv file.

## Summarize data [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.vDataFrame.describe.html)

=> VDataFrame.describe() – Aggregates the vDataFrame using multiple statistical aggregations.

=> VDataFrame.describe(columns=["column\_1", "column\_2", "column\_3", method="categorical"]) – Aggregates the selected columns using categorical statistical aggregations.

## Detect Outliers [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.vDataFrame.outliers_plot.html) and [(link)](https://www.vertica.com/python/documentation/1.1.x/html/verticapy.vDataFrame.outliers.html)

=> VDataFrame.outliers\_plot(["col1", "col2"]) – A 2D plot to visualize outliers based on the given two columns

=> VDataFrame.outliers(columns=["col1", "col2"], name="name of the outlier columns") – Create a new column which indicates whether a datapoint is an outlier.

## Measure correlations [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.vDataFrame.corr.html)

=> VDataFrame.corr(method="pearson") – Calculates and displays the Pearson correlation matrix.

=> VDataFrame.corr(["column\_1", "column\_2"], method="spearman") – Calculates and displays the Pearson correlation between two columns.

## Normalize Data [(link)](https://www.vertica.com/python/documentation/1.1.x/html/verticapy.vDataFrame.scale.html)

=> VDataFrame.scale() – Normalizes all the columns in the dataset using zscore method as default.

=> VDataFrame.scale(columns=["col1", "col2"], method="minmax") – Normalizes selective columns in the dataset using minimax method as default.

## Dimensionality Reduction [(link)](https://www.vertica.com/python/documentation/1.1.x/html/notebooks/data_prep/decomposition/index.html)

=> from verticapy.learn.decomposition import PCA – Importing PCA function.

=> model = PCA("PCA\_name") – Make a PCA object.

=> model.fit(VDataFrame) – Apply the PCA on the vDataFrame and display the results of PCA.

=> model.transform(n\_components=2) – Create a vDataFrame with columns as the principal components.

## Encode Categorical features [(link)](https://www.vertica.com/python/documentation/1.1.x/html/notebooks/data_prep/encoding/index.html)

=> VDataFrame.label\_encode() – Encodes a categorical column into numerical values.

=> VDataFrame["column\_name"].one\_hot\_encode() – One Hot Encoding for the desired column.

=> VDataFrame["column\_name"].mean\_encode() – Mean Encoding for the desired column.

## Impute missing values [(link)](https://www.vertica.com/python/documentation/1.1.x/html/notebooks/data_prep/missing_values/index.html)

=> VDataFrame.count\_percent() – Counts the percentage of missing values for reach column.

=> VDataFrame["col\_to\_fill"].fillna(method="auto") – Fills missing values by selecting mean of numeric values and mode for categorical.

=> VDataFrame["col\_to\_fill"].fillna(method="avg", by=["columns\_used\_in\_parition"]) – Fills missing values using the columns for prediction. This replaces the original column.

## Process imbalanced data [(link)](https://www.vertica.com/python/documentation/1.1.x/html/verticapy.vDataFrame.balance.html#verticapy.vDataFrame.balance)

=> VDataFrame.balance(column="column\_to\_balance") – Creates a view with an equal distribution of the input data based on response column. Default method is hybrid.

=> VDataFrame.balance(column="column\_to\_balance", method="under", x=0.5) – Creates a view with a custom distribution of the input data based on response column. Ratio(x) can be changed.

=> VDataFrame["column\_to\_balance"].topk(k=3) – Returns the count for the values in a column.

## 

**Preprocessing data**
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# 

## Sample data [(link)](https://www.vertica.com/python/documentation/1.1.x/html/verticapy.vDataFrame.sample.html)

=> VDataFrame.sample(x=0.2) – The entire table is randomly sampled using the given ratio(x).

=> VDataFrame.sample(n=100) – The entire table is randomly sampled using the number of elements required(n).

=> VDataFrame.sample(x=0.3, method="stratified") – The entire table is randomly sampled using the given ratio(x) and method (random, stratified or systematic).

**Training and predicting**

# 

# Regression – Model Building

## Linear Regression [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.linear_model.LinearRegression.html)

=> from verticapy.machine\_learning.vertica import LinearRegression – Import the Linear Regression function.

=> model = LinearRegression(name="public.Name\_of\_Model") – Build a Linear Regression model.

## Support Vector Machines (SVM) [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.svm.LinearSVR.html)

=> from verticapy.machine\_learning.vertica import LinearSVR

=> model = LinearSVR(name="Name\_of\_Model", acceptable\_error\_margin=0.5) – Build a LinearSVR object using the Vertica SVM (Support Vector Machine) algorithm.

## Random Forest [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.ensemble.RandomForestRegressor.html)

=> from verticapy.machine\_learning.vertica import RandomForestRegressor

=> model = RandomForestRegressor(name="Name\_of\_Model", n\_estimators=20, max\_features="auto", max\_leaf\_nodes=32, sample=0.7, max\_depth=3, min\_sample\_leaf=5, min\_info\_gain=0.0, nbins=32) – Creates a RandomForestRegressor object using the Vertica Random Forest function on the data.

## XGBoost [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.ensemble.XGBRegressor.html)

=> from verticapy.machine\_learning.vertica import XGBRegressor

=> model = XGBRegressor(name="Name\_of\_Model", max\_ntree=10, max\_depth=5, nbins=32, objective="squarederror", split\_proposal\_method="global", tot=0.001, learning\_rate=0.1, min\_split\_loss=0, weight\_reg=0, sample=1) – Creates a XGBoostRegressor object using the Vertica XGBoost algorithm. From all the available options, only name is mandatory.

## Autoregression [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.automl.AutoML.html)

=> from verticapy.machine\_learning.vertica import AutoML

=> model=AutoML(name="Name\_of\_Model", estimator\_type="regressor", cv=3, stepwise=True) – Tests multiple models to find which the ones which maximize the input score.

**Classification**

## Logistic Regression [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.linear_model.LogisticRegression.html)

=> from verticapy.machine\_learning.vertica import LogisitcRegression – Import the Logistic Regression function.

=> mode = LogisticRegression(name="Name\_of\_Model", penalty= "L2", tol=1e-4, C=1, max\_iter=100, solver= "CGD") – Creates a LogisticRegression object using Vertica LOGISTIC\_REG function.

## Support Vector Machines (SVM) [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.svm.LinearSVC.html)

=> from verticapy.machine\_learning.vertica import LinearSVC

=> model = LinearSVC(name="Name\_of\_Model", tol=1e-4, C=1.0, fit\_intercept= True, intercept\_model="regularized", max\_iter=100) – Build a LinearSVC object using the Vertica SVM (Support Vector Machine) algorithm.

## Random Forest [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.ensemble.RandomForestClassifier.html)

=> from verticapy.machine\_learning.vertica import RandomForestClassifier

=> model = RandomForestClassifier(name="Name\_of\_Model", n\_estimators=20, max\_features="auto", max\_leaf\_nodes=32, sample=0.7, max\_depth=3, min\_sample\_leaf=5, min\_info\_gain=0.0, nbins=32) – Creates a RandomForestRegressor object using the Vertica Random Forest function on the data.

## XGBoost [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.ensemble.XGBClassifier.html)

=> from verticapy.machine\_learning.vertica import XGBClassifier

=> model = XGBClassifier(name="Name\_of\_Model", max\_ntree=10, max\_depth=5, nbins=32, objective="squarederror", split\_proposal\_method="global", tot=0.001, learning\_rate=0.1, min\_split\_loss=0, weight\_reg=0, sample=1) – Creates a XGBoostRegressor object using the Vertica XGBoost algorithm. From all the available options, only name is mandatory.
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## Autoclassification [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.automl.AutoML.html)

=> from verticapy.machine\_learning.vertica import AutoML

=> model=AutoML(name="Name\_of\_Model", estimator\_type="multi", cv=3, stepwise=True) – Tests multiple models to find which the ones which maximize the input score.

# Clustering

## K-neighbors [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.neighbors.KNeighborsClassifier.html)

=> from verticapy.machine\_learning.vertica import KNeighborsClassifier

=> model= KNeighborsClassifier(name="Name\_of\_Model", n\_neighbors=5, p=2) – Creates a KNeighborsClassifier object by using the k-nearest neighbors algorithm.

## K-nearest centroid [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.cluster.NearestCentroid.html)

=> from verticapy.machine\_learning.vertica import NearestCentroid

=> model= NearestCentroid(name="Name\_of\_Model", p=2) – Creates a NearestCentroid object by using the k-nearest centroid algorithm.

**Fitting, Predicting and Evaluating models**

# 

# Regression/Classification – Model Prediction

## Fitting

=> model.fit("public.Name\_of\_Model" , ["independent\_col\_1", "independent\_col\_2"], "dependent\_col") – Fit the model to the given independent inputs and dependent outputs.

## Prediction

=> model.predict(VDataFrame, X=["independent\_col\_1", "independent\_col\_2"], name="name\_of\_pred\_column") – Predicts and adds those values inside the VDataFrame using the new name of prediction columns.

# General Metrics

## Link to all [(link)](https://www.vertica.com/python/documentation/1.1.x/html/machine_learning_metrics.html)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Mean Squared Error** | **R-squared** | **aic** | **bic** | **Explained Variance** |
| => model.score("mse") | => model.score("r2") | => model.score("aic") | => model.score("bic") | => model.score("var") |
| **Max error** | **R-squared adjusted** | **RMSE** | **Median Absolute Error** | **Mean Absolute Error** |
| => model.score("max") | => model.score("r2a") | => model.score("rmse") | => model.score("mae") | => model.score("mae") |

# Classification-specific Metrics

## Confusion Matrix [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.metrics.confusion_matrix.html)

=> model.confusion\_matrix(pos\_label="Label", cutoff=0.33) – Fit the model to the given independent inputs and dependent outputs.

## Lift Chart [(link)](https://www.vertica.com/python/documentation/1.1.x/html/chart_gallery_classification_curve.html)

=> from verticapy.machine\_learning.metrics import lift\_chart

=> lift\_chart("Response\_Column", "Prediction\_Probability", VDataFrame) – Draws a lift chart.

## ROC Curve [(link)](https://www.vertica.com/python/documentation/1.1.x/html/chart_gallery_classification_curve.html)

=> model.roc\_curve(nbins=12) – Plots the ROC curve.

**Managing models**

# 

# memModel To build models using their attributes [(link)](https://www.vertica.com/python/documentation/1.1.x/html/machine_learning_memmodels.html)

## For Linear Regression

=> from verticapy.machine\_learning.memmodel linear\_model import LinearModel

=> model=LinearModel (coefficients=[0.5, 1.2], intercept=2) – Builds a Linear Regression model from its attributes.

=> model.predict\_sql (["x1", "x2"]) – Generates the SQL code for deploying the model in Vertica.

# Generate SQL code [(link)](https://www.vertica.com/python/documentation/1.1.x/html/api/verticapy.machine_learning.vertica.ensemble.IsolationForest.to_sql.html)

## For Linear Regression

=> model.to\_sql() – Generates the SQL code for deploying the model in Vertica.