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Q1)

i)

import numpy as np

def generate\_random\_matrix(m,n):

    if m > n:

        rand\_gen = np.random.default\_rng()

        return np.round\_(rand\_gen.uniform(low=0, high=10, size=(m,n)),4)

    else:

        print("Error: No: of rows are lesser than no: of columns")

        print(f"Given values: rows = {m}, columns = {n}")

        raise ValueError

def frobenius\_norm(matrix):

    m,n = matrix.shape

    square\_sum = 0

    for i in range(m):

        for j in range(n):

            square\_sum += matrix[i][j]\*\*2

    return round(np.sqrt(square\_sum),4)

def main\_Q1\_i():

    try:

        print("Condition: No: of rows should be greater than no: of columns")

        m = int(input("Enter no: of rows:"))

        n = int(input("Enter no: of columns:"))

        # Generate random matrix

        rand\_matrix = generate\_random\_matrix(m,n)

        print(f"Dimensions of the generated matrix: {rand\_matrix.shape}")

        # Calculate frobenius norm

        f\_norm = frobenius\_norm(rand\_matrix)

        print("Frobenius norm: ", f\_norm)

    except ValueError:

        print("Invalid Input !!!")

main\_Q1\_i()

'''

Input:

    Enter no: of rows: 4

    Enter no: of columns: 3

Output:

    Condition: No: of rows should be greater than no: of columns

    Dimensions of the generated matrix: (4, 3)

    Frobenius norm:  18.7508

Invalid Input:

    Enter no: of rows: 2

    Enter no: of columns: 3

Output:

    Condition: No: of rows should be greater than no: of columns

    Error: No: of rows are lesser than no: of columns

    Given values: rows = 2, columns = 3

    Invalid Input !!!

'''

ii)

def is\_gram\_schmidt\_applicable(matrix):

    rank = get\_rank(matrix)

    rows,cols = matrix.shape

    print(f"Rank = {rank}, Columns = {cols}")

    # Check if no: columns equal to the rank

    if rank == cols:

        print("Columns of the marix are Linearly Independant")

        print("Gram-Schmidt Algorithm can be applied")

        return True

    else:

        print("Columns of the marix are Linearly dependant")

        print("Gram-Schmidt Algorithm cannot be applied")

        return False

def get\_rank(A):

    A = gauss\_ellimination(A)

    rows, cols = A.shape

    rank = min(rows, cols)

    for row in range(rows):

        # Break if current row index is greater than total columns

        if row >= cols:

            break

        # Deduct no of zero rows from rank

        if sum(A[row]) == 0:

            rank -= 1

    return rank

def gauss\_ellimination(A,pivot\_enable=True):

    rows , cols = A.shape

    add\_count = 0

    mul\_count = 0

    div\_count = 0

    ## Forward ellimination process -------------------

    # Do below for each row

    for row in range(rows):

        # Break if current row index is greater than total columns

        if row >= cols:

            break

        # Partial pivotting (if enabled)

        if pivot\_enable:

            # Current pivot value

            max\_pivot = abs(A[row][row])

            max\_pivot\_index = row

            # Iterate through pivot column to find the maximum pivot value

            for i in range(row+1,rows):

                if max\_pivot < abs(A[i][row]):

                    max\_pivot = abs(A[i][row])

                    max\_pivot\_index = i

            # Do partial pivotting

            if row < max\_pivot\_index:

                A[row],A[max\_pivot\_index] = A[max\_pivot\_index],A[row]

        else:

            if A[row][row] == 0:

                print("Pivot value is zero. Please enable partial pivotting to do the calculations...")

                return 0

        ## Apply Row transformation for all the rows below current row

        pivot\_element = A[row][row]

        for row2 in range(row+1, rows):

            # Interested element: The element that we set to zero

            interested\_element = A[row2][row]

            # Check if interested element if zero and skip

            if interested\_element == 0:

                continue

            # Calculate the row multiple value

            row\_multiple = interested\_element/pivot\_element

            div\_count += 1

            # Update the interested element to zero

            A[row2][row] = 0

            # Iterated through other columns to update the rest of the values in row

            for col in range(row+1, cols):

                tmp = A[row2][col] - row\_multiple\*A[row][col]

                A[row2][col]= tmp

                mul\_count += 1

                add\_count += 1

    ## End of Forward ellimination process -------------------

    return A

Sample output:

Rank = 5, Columns = 5

Columns of the marix are Linearly Independant

Gram-Schmidt Algorithm can be applied

Q1)

iii)

def main\_Q1\_iii():

    try:

        A = generate\_random\_matrix(7,5)

        # Keep generating A until the linear independence is obtained.

        while not is\_gram\_schmidt\_applicable(A):

            A = generate\_random\_matrix(7,5)

        Q = generate\_orthogonal\_matrix(A)

        print("A: \n", A)

        print("Orthogonal matrix Q: \n", Q)

    except Exception as e:

        print(e)

def generate\_orthogonal\_matrix(matrix):

    # Check if Gram-Schmidt Algorithm can be applied to columns of the given matrix

    # ie: Columns are LI

    if not is\_gram\_schmidt\_applicable(matrix):

        return None

    rows, cols = matrix.shape

    # Initialize orthogonal\_matrix

    Q = np.zeros((rows, cols))

    # print(matrix)

    # Apply Gram-Schmidt orthogonalization on each column vector

    for i in range(cols):

        # ith column of input matrix

        x = matrix[:,i].copy()

        # print(x)

        # Calculate ith column of Q

        v = x.copy()

        for j in range(i-1, -1, -1):

            # jth column of Q

            v\_j = Q[:,j].copy()

            x\_dot\_v = \_dot\_product(x,v\_j)

            v\_dot\_v = \_dot\_product(v\_j,v\_j)

            v -= (x\_dot\_v/v\_dot\_v)\*v\_j

        # Normalize v

        v = v/np.sqrt(\_dot\_product(v,v))

        # Update ith column in Q

        Q[:,i] = np.round\_(v, 4)

    return Q

def \_dot\_product(a,b):

    # Check for compatibility

    if a.shape != b.shape:

        print("Given vectors have different dimensions. Hence dot product not applicable")

        return None

    r = len(a)

    sum = 0

    for i in range(r):

        sum += a[i]\*b[i]

    return round(sum, 4)

Sample output:

A:

[[ 8.5419 2.65166667 -4.81908365 1.58279229 -0.60255141]

[ 8.7775 -0.79304545 -2.48019082 -0.53001549 -0.02286998]

[ 5.889 -2.91044848 6.31665691 -1.88894196 -1.07871874]

[ 6.2589 3.00803333 3.84651058 -4.2489002 1.07842197]

[ 6.0485 -4.33980606 -1.74497858 1.9629225 0.87199594]

[ 1.6981 1.93426364 6.05146023 6.35207885 0.62609228]

[ 5.962 0.44134848 -0.03510594 0.70319287 -0.65351835]]

Orthogonal matrix Q:

[[ 0.0286 0.0553 -0.0389 0.0229 -0.1411]

[ 0.0294 -0.0165 -0.02 -0.0077 -0.0054]

[ 0.0197 -0.0607 0.051 -0.0273 -0.2526]

[ 0.0209 0.0627 0.0311 -0.0615 0.2526]

[ 0.0202 -0.0905 -0.0141 0.0284 0.2042]

[ 0.0057 0.0403 0.0489 0.0919 0.1466]

[ 0.0199 0.0092 -0.0003 0.0102 -0.1531]]

Q1) iv)

import traceback

def main\_Q1\_iv():

    try:

        A = generate\_random\_matrix(7,5)

        # Keep generating A until the linear independence is obtained.

        while not is\_gram\_schmidt\_applicable(A):

            A = generate\_random\_matrix(7,5)

        print("A: \n",A)

        # QR Decomposition

        Q, R = QR\_decomposition(A)

        print("Q: \n",Q)

        print("R: \n",R)

        # QR muliplication

        QR = matrix\_multiplication(Q,R)

        print("QR: \n",QR)

        # value of ∥A − (Q.R)∥F

print("A-QR: \n",A-QR)

        print("∥A-(Q.R)∥F = ",frobenius\_norm(A-QR))

    except Exception as e:

        traceback.print\_exc()

        print(e)

def QR\_decomposition(A):

    # Generate Q

    Q = generate\_orthogonal\_matrix(A)

    # Obtain Q transpose

    Q\_transpose = matrix\_transpose(Q)

    # Obtain R = Q\_transpose x A

    R = matrix\_multiplication(Q\_transpose,A)

    return Q,R

def matrix\_transpose(A):

    r, c = A.shape

    # Initialize transpose

    A\_transpose = np.zeros((c,r))

    for row in range(r):

        for col in range(c):

            A\_transpose[col,row] = A[row,col]

    return A\_transpose

# Perform AxB matrix multiplication

def matrix\_multiplication(A,B):

    rA, cA = A.shape

    rB, cB = B.shape

    # Check condition for matrix multiplication

    if cA != rB:

        print("Matrices are not compatible to perform multiplication")

        return None

    # Initialize resultant matrix

    C = np.zeros((rA,cB))

    # Multilplication

    for row in range(rA):

        for col in range(cB):

            # Sum of product

            sop = 0

            for i in range(cA):

                sop += A[row,i]\*B[i,col]

            C[row,col] = sop

    return C

Sample output:

A:

[[9. 3.1056 7.3745 7.2823 5.2874]

[1.6211 8.8058 7.2107 4.9337 3.4344]

[7.1355 6.2748 2.1972 2.8808 1.4069]

[0.0851 3.5417 7.8682 0.338 4.1927]

[7.1991 9.0688 1.9857 8.873 2.1186]

[8.8316 7.6834 1.0007 8.8622 4.3197]

[3.2754 1.1262 5.0378 1.7104 2.5548]]

Q:

[[ 0.5426 -0.4246 0.4836 0.2857 -0.1557]

[ 0.0977 0.7521 0.2473 0.1589 -0.1832]

[ 0.4302 0.0464 -0.1426 -0.8551 -0.166 ]

[ 0.0051 0.3489 0.5715 -0.206 0.4589]

[ 0.434 0.322 -0.2964 0.2768 -0.4218]

[ 0.5325 0.049 -0.3344 0.183 0.7137]

[ 0.1975 -0.155 0.398 -0.0968 -0.1297]]

R:

[[ 1.65860355e+01 1.35126010e+01 8.08088440e+00 1.45822499e+01

7.55540092e+00]

[ 1.77950000e-03 9.95313347e+00 5.04669053e+00 3.89641031e+00

2.36395589e+00]

[ 9.19300000e-04 -2.56110000e-04 1.06147187e+01 -3.88548470e-01

4.54616755e+00]

[ 1.63110000e-03 -1.37026000e-03 -1.88922000e-03 4.24378024e+00

1.11922889e+00]

[-2.01297000e-03 -7.40550000e-04 5.59999999e-07 -3.30690000e-04

2.09604122e+00]]

QR:

[[9.00005127 3.10543682 7.37460122 7.28251046 5.28776157]

[1.62264933 8.8057874 7.209838 4.93348524 3.43421185]

[7.13420334 6.27627753 2.1985194 2.88068278 1.40674207]

[0.08447527 3.5413586 7.86870403 0.3374011 4.19276367]

[7.19994048 9.06938682 1.98541238 8.87332421 2.1184461 ]

[8.83070551 7.68246995 1.00045151 8.86227857 4.31960991]

[3.27593526 1.12612978 5.0385785 1.71065344 2.5549553 ]]

A-QR:

[[-5.12739270e-05 1.63176075e-04 -1.01216884e-04 -2.10457301e-04

-3.61571397e-04]

[-1.54932913e-03 1.25961850e-05 8.62004228e-04 2.14761775e-04

1.88151015e-04]

[ 1.29666047e-03 -1.47752663e-03 -1.31939764e-03 1.17218592e-04

1.57929909e-04]

[ 6.24730085e-04 3.41398662e-04 -5.04026856e-04 5.98901884e-04

-6.36740560e-05]

[-8.40476026e-04 -5.86820066e-04 2.87623616e-04 -3.24211422e-04

1.53895804e-04]

[ 8.94490709e-04 9.30045776e-04 2.48491930e-04 -7.85717500e-05

9.00946260e-05]

[-5.35257929e-04 7.02217520e-05 -7.78495254e-04 -2.53435326e-04

-1.55300864e-04]]

∥A-(Q.R)∥F = 0.0038

Q2) i)

def main\_Q2\_i():

    # 07...0542

    # n1n2n3n4 = 3542 => 35x42

    A = generate\_random\_matrix(35, 42)

    print("A: \n",A)

    print("l\_infinity\_norm = ", l\_infinity\_norm(A))

def generate\_random\_matrix(m,n):

        rand\_gen = np.random.default\_rng()

        return np.round\_(rand\_gen.uniform(low=0, high=10, size=(m,n)),4)

def l\_infinity\_norm(A):

    r,c  = A.shape

    max = 0

    for row in A:

        row\_sum = sum(row)

        if max < row\_sum:

            max = row\_sum

    return max

Sample output:

A:

[[3.7537 4.6111 7.4423 ... 9.327 2.128 7.4313]

[7.9847 4.4052 3.6403 ... 1.7817 7.8962 6.6332]

[9.4836 5.8936 0.7717 ... 5.7481 6.4143 5.3507]

...

[4.5869 6.7297 6.0956 ... 9.739 0.9695 9.9127]

[4.5774 3.7517 1.4167 ... 8.7043 6.8602 6.7845]

[9.7426 1.7878 2.19 ... 6.5531 6.1136 5.92 ]]

l\_infinity\_norm = 250.2958

Q2) ii)

import math

def vector\_l2\_norm(a):

    rows = len(a)

    square\_sum = 0

    for i in range(rows):

        square\_sum += a[i]\*\*2

    return math.sqrt(square\_sum)

def matrix\_transpose(A):

    r, c = A.shape

    # Initialize transpose

    A\_transpose = np.zeros((c,r))

    for row in range(r):

        for col in range(c):

            A\_transpose[col,row] = A[row,col]

    return A\_transpose

# Perform AxB matrix multiplication

def matrix\_multiplication(A,B):

    rA, cA = A.shape

    rB, cB = B.shape

    # Check condition for matrix multiplication

    if cA != rB:

        print("Matrices are not compatible to perform multiplication")

        return None

    # Initialize resultant matrix

    C = np.zeros((rA,cB))

    # Multilplication

    for row in range(rA):

        for col in range(cB):

            # Sum of product

            sop = 0

            for i in range(cA):

                sop += A[row,i]\*B[i,col]

            C[row,col] = sop

    return C

def function\_fx(A,b,x):

    # Check for dimension compatibility

    r\_A, c\_A = A.shape

    r\_b, c\_b = b.shape

    r\_x, c\_x = x.shape

    if (r\_A != r\_b) or (c\_A != r\_x):

        print("Dimension incompatibility in A,b,x")

        return None

    Ax = matrix\_multiplication(A,x)

    return 0.5\*((vector\_l2\_norm(Ax - b))\*\*2)

def gradient\_fx(A,b,x):

    # Check for dimension compatibility

    r\_A, c\_A = A.shape

    r\_b, c\_b = b.shape

    r\_x, c\_x = x.shape

    if (r\_A != r\_b) or (c\_A != r\_x):

        print("Dimension incompatibility in A,b,x")

        return None

    A\_transpose = matrix\_transpose(A)

    Ax = matrix\_multiplication(A,x)

    Ax\_b = Ax - b

    # Return AT(Ax-b)

    return matrix\_multiplication(A\_transpose, Ax\_b)

def get\_step\_size(A,b,x):

    A\_transpose = matrix\_transpose(A)

    g\_k = gradient\_fx(A,b,x)

    g\_k\_transpose = matrix\_transpose(g\_k)

    # Calculate step size

    numerator = matrix\_multiplication(g\_k\_transpose, g\_k)

    tmp1 = matrix\_multiplication(g\_k\_transpose,A\_transpose)

    tmp2 = matrix\_multiplication(A,g\_k)

    denominator = matrix\_multiplication(tmp1,tmp2)

    return numerator/denominator

import pandas as pd

def gradient\_descent\_algo(A, b):

    # Check for dimension compatibility

    r\_A, c\_A = A.shape

    r\_b, c\_b = b.shape

    if r\_A != r\_b:

        print("No of rows in A and b are different.")

        return None

    # Initial guess for x

    x\_k = np.zeros((c\_A,1))

    # List to keep estimates of x at each iteration

    x\_list = [x\_k]

    # List to keep function value at each iteration

    fx\_list = [function\_fx(A,b,x\_k)]

    # Gradient descent iterations

    while True:

        g\_k = gradient\_fx(A,b,x\_k)

        step\_size = get\_step\_size(A,b,x\_k)

        # Next guess for x

        x\_k\_plus\_1 = x\_k - step\_size\*g\_k

        # Error

        error\_l2 = vector\_l2\_norm(x\_k - x\_k\_plus\_1)

        # Update x\_k

        x\_k = x\_k\_plus\_1

        # Store x\_k and f(x\_k)

        x\_list.append(x\_k)

        fx\_list.append(function\_fx(A,b,x\_k))

        # Terminating condition

        if error\_l2 < 0.0001:

            break

    # Save x\_k and f(x\_k) values to a file

    df  = pd.DataFrame(data=list(zip(x\_list,fx\_list)), columns=["x\_k", "f(x\_k)"])

    print(df)

    df.to\_csv("gradient\_descent\_results.csv")

    # return List of estimates of x

    # (last element is the final estimate of local minima)

    return x\_list, fx\_list

import matplotlib.pyplot as plt

def main\_Q2\_ii():

    # mobile number: 07...0542

    # n1n2n3n4 = 3542 => 35x42

    A = generate\_random\_matrix(35, 42)

    # vector b - 35x1

    b = generate\_random\_matrix(35, 1)

    # call gradient descent algorithm

    x\_list, fx\_list = gradient\_descent\_algo(A, b)

    print("Local minima estimate: ", x\_list[-1])

    # Plot the graph of f(xk) vs k where k is the iteration number and xk is the current estimate of x at iteration k

    k = range(len(fx\_list))

    plt.plot(fx\_list)

    plt.ylabel('f(xk)')

    plt.xlabel('Iteration')

    plt.show()
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This is calculated using the function “get\_step\_size()”.

The values of xk and f(xk) should be stored in a file.

This file is dumped in csv table format with the name “gradient\_descent\_results.csv” in the working directory.

Q2) iii) The graph of f(xk) vs the iteration number

![](data:image/png;base64,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)

Q3)

i)

Mobile: 0710310542

After replacing 0 by 3 -> 3713313542

polynomial = 3\*x^3 - 7\*(x^2)\*y + x\*y^2 - 3\*y^3 + 3\*x^2 - x\*y + 3\*y^2 - 5\*x + 4\*y – 2

ii)

Octave code

pkg load symbolic

syms x y real

# 0710310542

# After replacing 0 by 3 -> 3713313542

polynomial = 3\*x^3 - 7\*(x^2)\*y + x\*y^2 - 3\*y^3 + 3\*x^2 - x\*y + 3\*y^2 - 5\*x + 4\*y - 2

#dx = diff(polynomial, x)

dx = 9\*x^2 - 14\*x\*y + y^2 + 6\*x - y -5

#dy = diff(polynomial, y)

dy = -7\*x^2 + 2\*x\*y -9\*y^2 -x +6\*y + 4

d = solve(dx == 0, dy == 0, x, y)

printf("Critical Points: \n");

printf("x1: %d, y1= %d, z1 = %d \n", double(d{1}.x), double(d{1}.y), double(pol\_f(double(d{1}.x), double(d{1}.y))));

printf("x2: %d, y2= %d, z2 = %d \n", double(d{2}.x), double(d{2}.y), double(pol\_f(double(d{2}.x), double(d{1}.y))));

printf("x3: %d, y3= %d, z3 = %d \n", double(d{3}.x), double(d{3}.y), double(pol\_f(double(d{3}.x), double(d{2}.y))));

printf("x4: %d, y4= %d, z4 = %d \n", double(d{4}.x), double(d{4}.y), double(pol\_f(double(d{4}.x), double(d{3}.y))));

Critical points:

x1: 0.346324, y1= -0.299694, z1 = -3.70924

x2: 0.823452, y2= 0.502534, z2 = -1.51329

x3: -0.458339, y3= 0.924071, z3 = 2.39568

x4: -0.874078, y4= 0.292158, z4 = 1.66912

iii)

# Second order derivatives

dxx = 18\*x - 14\*y + 6

dyy = 2\*x - 18\*y +6

dxy = -14\*x +2\*y -1

dyx = -14\*x +2\*y -1

function res = dxx (x,y)

  res = 18\*x - 14\*y + 6;

endfunction

function res = dxy (x,y)

  res = -14\*x +2\*y -1;

endfunction

function res = dyx (x,y)

  res = -14\*x +2\*y -1;

endfunction

function res = dyy (x,y)

  res = 2\*x - 18\*y +6;

endfunction

# Determine whether critical points correspond to a maximum,minimum or a saddle point.

for i = 1:4,

  # Hessian matrix

  H = [dxx(x(i),y(i)) dxy(x(i),y(i)); dyx(x(i),y(i)) dyy(x(i),y(i))];

  # Eigen values of Hessian matrix

  eig\_H = eig(H);

  printf("x: %d, y= %d, z = %d \n", double(x(i)) ,double(y(i)) ,double(z(i)));

  if eig\_H(1) > 0 && eig\_H(2) > 0,

    disp("Local minimum point\n");

  elseif eig\_H(1) < 0 && eig\_H(2) < 0,

    disp("Local Maximum point\n");

  else

    disp("Saddle point\n");

  end;

end;

x: 0.346324, y= -0.299694, z = -3.70924

Saddle point

x: 0.823452, y= 0.502534, z = -1.51329

Saddle point

x: -0.458339, y= 0.924071, z = 2.39568

Saddle point

x: -0.874078, y= 0.292158, z = 1.66912

Saddle point

|  |  |  |  |
| --- | --- | --- | --- |
| X | Y | Z | Type |
| 0.346324 | -0.299694 | -3.70924 | Saddle point |
| 0.823452 | 0.502534 | -1.51329 | Saddle point |
| -0.458339 | 0.924071 | 2.39568 | Saddle point |
| -0.874078 | 0.292158 | 1.66912 | Saddle point |