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# Introdução

No presente relatório consta um resumo de todo o trabalho realizado ao longo do 1º Trabalho prático da Unidade Curricular de Visão Artificial e Realidade Mista.

O principal objetivo deste primeiro trabalho prático foi a implementação de um *Vocoder*.

Para tal, recorreu-se à linguagem de programação Python [1], assim como às bibliotecas

Exemplo VARM: OpenCV (Open-Source Computer Vision) [2], para processamento de imagem, e dlib [3], para reconhecimento facial.

# Aplicação

Escrever algo aqui …

# Descrição app

Escrever algo aqui …

# Tarefas

Escrever algo aqui …

# Peritos

Escrever algo aqui …

# Contribuição 1 – Nome1

Escrever algo aqui …

# Contribuição 2 – Nome2

Escrever algo aqui …

# Contribuição 3 – Nome3

Escrever algo aqui …

# Peritos

Escrever algo aqui …

# Contribuição 1 – Nome1

Escrever algo aqui …

# Contribuição 2 – Nome2

Escrever algo aqui …

# Contribuição 3 – Nome3

Escrever algo aqui …

# Conclusões

Podemos concluir que foram atingidos os objetivos propostos, foi implementado um Vocoder simples capaz de sintetizar fala de forma satisfatória …

Exemplo VARM:

a aplicação implementada cumpre com os objetivos propostos no enunciado do trabalho. As minhas maiores dificuldades estiveram na implementação dos algoritmos para gerar as *Eigenfaces* e *Fisherfaces*, na utilização das suas matrizes para construir o classificador e no treino do modelo.

Para o futuro, gostaria de melhorar o treino do modelo para a identificação facial, para tentar obter resultados mais consistentes. Além disso, seria interessante testar implementar o modelo de deteção facial do MediaPipe, para ver se teria alguma melhoria significativa na performance, e tentar otimizar a aplicação na componente de desenho dos objetos virtuais.
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