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## I. Definição

### Visão geral

Este projeto tem por objetivo ser meu trabalho final do curso *Nano Degree* de Engenheiro de *machine learning* e também servir como primeira experiência na aplicação das técnicas aprendidas nesse curso, tem como objetivo também entregar um modelo de dados de valor significativo para a empresa em que trabalho dando assim uma motivação maior para a realização do trabalho.

A empresa em que trabalho se concentra na maior parte do tempo com controle e auditorias de processos mais especificamente na parte de habilitação para condução de veículos automotores, sendo assim, nós efetuamos monitoramento nas etapas envolvidas em um processo através de câmeras, sensores e biometria, também avaliamos as aulas a fim de perceber e evitar eventuais fraudes através da análise dos dados relativos à sua execução, muitas vezes manualmente. O conjunto de sistemas envolvidos também implementam suas próprias regras afim de promover um fluxo de trabalho organizado e que cumpra a legislação vigente.

Dentro desse cenário é de se imaginar que conforme o número processos monitorados e auditados a quantidade de dados a serem analisados crescem com muita agilidade e existe um sub conjunto desse universo de dados especialmente preocupante dentro de nossa realidade que são as aulas em auditoria, essas aulas são produto do monitoramento das aulas veiculares práticas obrigatórias que por algum motivo técnico foram executadas com alguma anormalidade e chegam aos servidores da empresa com uma marcação que devem ser especialmente analisadas.

Uma equipe é responsável por listar todas essas aulas e passar por cada uma conferindo todo o tipo de dados, para garantir que realmente essa aula é válida, ou seja se ela foi efetuada de fato e pelas pessoas corretas. Sendo assim os integrantes dessa equipe analisam informações como: A foto tirada no momento do início e do final da aula conferem com as fotos do aluno e do instrutor tiradas no momento da matrícula e do credenciamento respectivamente, os sensores que monitoram o funcionamento dos componentes do veículos correspondem ao que é observado em uma aula normal, o tempo dessa aula respeita os limites impostos pela legislação, as informações sobre o rendimento do aluno foram preenchidas corretamente, as posições GPS indicam um percurso compatível com o de uma aula. Caso essas informações forem conferidas com sucesso a aula é validada e passa a ser computada para a carga horária obrigatória do aluno, caso contrário ela é bloqueada e a aula deverá ser realizada novamente em outra ocasião.

É justamente nessa hora da avaliação manual das aulas que acontecem os maiores atrasos que podem prejudicar um aluno ou uma escola e até fazer com que o processo do aluno seja perdido se o tempo for muito grande, além do que a equipe tem que constantemente estar em crescimento e mesmo assim sempre tem milhares de aulas para analisar, além do risco de eventuais enganos. Para tentar tornar esse processo mais ágil, mais confiável e mais agradável de ser realizado pelas pessoas surgiu um desejo em mim após adquirir o conhecimento em *machine learning* em tentar utilizar as técnicas desse campo da computação para alcançar esses objetivos.

### Definição do problema

Como foi introduzido na seção anterior um grande número de aulas necessitam ser analisadas manualmente devido a diversos fatores que as tornam um ponto de atenção como falhas técnicas. Para ficar mais claro citarei um exemplo: Existem capturas digitais biométricas do instrutor e do aluno no início da aula, caso não seja possível comparar essas digitais com as do cadastro no momento do início da aula, devido a falha na internet ou por falha no scanner biométrico que faz a coleta da digital, essa aula será marcada para auditoria.

Como o monitoramento das aulas já é realizado pela empresa e já existe um setor que realiza essa análise manualmente, são vastas as informações que possuímos sobre essas aulas, tornando-se uma base de dados de alta qualidade, essas informações podem ser categorizadas da seguinte forma:

#### Telemetrias:

Por se tratem de aulas práticas, significa que devem ser realizadas dentro de um carro, por esse motivo é necessário para avaliar a execução dessas aulas informações sobre o comportamento do mesmo no momento em que foi registrado que elas estavam sendo realizadas, então temos equipamentos e sensores para registrar o comportamento das diversas funções de um carro, podemos registrar por exemplo em intervalos, em qual posição GPS o carro se encontrava, se o moto estava ligado, se as portas estavam abertas, se as setas para direita ou esquerda estavam ligadas, qual era a velocidade do carro entre outras informações sobre o estado que se encontrava cada item do carro a cada intervalo .

#### Eventos:

Para se registrar essas aulas práticas é utilizado um sistema da empresa que roda em dispositivo móvel, onde o instrutor informa o início da aula, identifica o aluno, coleta sua biometria digital e a do aluno, coleta suas fotos, avalia o desempenho do aluno e informa o encerramento da aula, esse sistema registra todo o tipo de log sobre sua execução, inclusive quantas tentativas foram realizadas no momento das capturas biométricas, se estava ou não conectado na internet, se houve alteração no relógio, se scanner biométrico estava conectado ao dispositivo, como estava a bateria do mesmo, se o mesmo estava carregando, quantos alunos apareceram para o instrutor selecionar no início da aula e quantos erros foram registrados durante o processo da aula.

#### Motivos de auditorias:

As aulas especialmente marcadas para auditorias vêm acompanhadas das informações dos motivos que a levaram a entrar nessas situações, contando com uma descrição do motivo e quantas vezes esse motivo ocorreu na aula. A informação sobre quais são os motivos de auditoria são sensíveis ao negócio da empresa então no conjunto de dados a sua descrição foi substituída apenas por um número por extenso e quantas vezes ocorreu durante a aula, para manter a didática citarei um exemplo de motivo de auditoria que é “veículo sem velocidade por “n” minutos”, os outros motivos são diversos, mas seguem essa linha de serem violações nas regras que definem uma aula válida.

#### Identificação de pessoas:

A última categoria de dados diz respeito a identificação dos participantes dessas aulas, precisamos saber se as pessoas corretas estavam no carro durante a aula, então a primeiras coisas que avaliamos é se o número de pessoas é maior ou igual a 2, pois no mínimo são necessárias 2 pessoas no carro, um instrutor e um aluno para a aula ser válida, utilizamos uma rede neural profunda que realiza essa contagem automaticamente, e também precisamos ver se a imagem do rosto do aluno registada no início e no fim da aula confere com a imagem de cadastro, essa conferência também é realizada através de uma rede neural de verificação biométrica facial.

Na minha opinião com todos esses dados disponíveis para análise é possível formular um modelo que automatize o processo de forma satisfatória, classificando se as aulas devem ou não serem consideradas válidas. No decorrer desse projeto irei fazer alguns testes com métodos de aprendizagem supervisionada para atingir uma precisão que seja aceitável.

Serão também utilizados métodos de eliminação de exemplos com valores extremos que são chamados de “*outliers*” no contexto do aprendizado de máquina, redução de dimensionalidade e normalização de características sempre que estes tragam aprimoramento aos resultados.

### Métricas

A métrica que utilizarei será o *F1-Score*, sempre avaliada em um conjunto de testes, ou seja, dados que o modelo não tenha visto no treinamento para garantir que o modelo é capaz de generalizar.

Para entender essa métrica de avaliação devemos entender previamente 2 conceitos:

Precisão: De todos os casos que deveriam ser rotulados como positivos, quantos foram corretamente classificados? Seguindo a seguinte fórmula: verdadeiros positivos / (verdadeiros positivos + falsos negativos)

Recall (Revocação): *De todos os itens que foram rotulados como positivos*, quantos foram corretamente classificados? Verdadeiros positivos / (verdadeiro positivos + falso positivos)

Essa métrica pode ser considerada como uma média ponderada dessas duas grandezas, e varia entre 0 e 1 sendo os modelos mais precisos os que chegarem mais perto de 1. Esta é uma ótima métrica para classificadores como é o caso no nosso modelo de dados.

# II. Análise

## Exploração dos dados

Para iniciar a exploração dos dados vamos começar entendendo melhor sua origem, as informações foram em sua maioria obtidas de um banco de dados relacional mantido pela empresa que contém todos os detalhes das aulas armazenados de forma normalizada, a princípio o que foi necessário, foi refletir e reunir essas informações realizando funções de agregações para gerar dados quantitativos que pudessem ser analisados, além disso acrescentei informações adicionais ao passar as imagens existentes das aulas em um servidor de reconhecimento facial e também em servidor para reconhecimento de pessoas, com o primeiro obtive a resposta de em qual porcentagem das fotos das aulas foi possível conferir a identidade do aluno com sua foto do cadastro, atributo: "perc\_sucesso\_comp\_candidato", e no segundo obtive a informação sobre quantas pessoas foram identificadas dentro da aula e gerei uma estatística de quantos por cento das imagem da aula possuía duas pessoa, conforme deve ser. É importante observar aqui que, uma aula tem em média 12 imagens e aproximadamente metade serão do interior do veículo e metade do exterior não sendo possível distinguir qual é qual, sendo assim uma aula onde instrutor e aluno estão presente em todas as imagens de dentro do carro a porcentagem será de 50%, atributo "perc\_com\_2\_pessoa". Não existem valores nulos pois isso foi evitado ao recuperar os dados do banco de dados, a variável alvo que gostaríamos de prever será a "liberou" e será separada do conjunto de dados. Alguns atributos têm números como nome de coluna, cada um desses número é um motivo para aula ter sido enviada a auditoria, a descrição do motivo foi substituída por número pois se tratar de uma informação potencialmente sensível.

Todos os atributos do conjunto com exceção da variável alvo que se trata de uma classe são numéricos, algumas quantidades, algumas porcentagens e algumas médias abaixo farei um breve comentário sobre cada uma das características:

Liberou: Variável alvo, representa uma classe 1 para aula que foram consideradas válidas após avaliação manual da equipe,0 para as que não foram consideradas válidas.

distancia\_total\_km: total de distância percorrida durante a aula em quilômetros.

tempo\_total: Tempo total em minutos em que foi registrado atividades na aula.

velocidade\_media: Velocidade média do veículo durante a execução da aula.

perc\_mudanca\_direcao\_direita: Percentual de vezes em que a seta direita estava ligada referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_mudanca\_direcao\_esquerda: Percentual de vezes em que a seta esquerda estava ligada referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_freio\_mao: Percentual de vezes em que o freio de mão estava puxado referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_pedal\_freio: Percentual de vezes em que o freio de pé estava puxado referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_ignicao: Percentual de vezes em que ignição estava ligada referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_marcha\_re: Percentual de vezes em que a marcha ré estava engatada referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_mapa: Percentual de vezes em que foi possível verificar se aula está dentro do trajeto definido previamente (Se definido) referente ao total de vezes em que foi verificado o estado.

perc\_embreagem: Percentual de vezes em que a embreagem estava apertada referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_portas\_abertas: Percentual de vezes em que existia uma porta aberta referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_cinto\_seguranca: Percentual de vezes em que o cinto de segurança do motorista estava afivelado referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_energia\_umed: Percentual de vezes que o dispositivo que faz a leitura dos sensores recebia energia referente ao total de vezes em que a informação foi aferida.

perc\_motor: Percentual de vezes em que o motor estava em funcionamento referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_acelerador: Percentual de vezes em que o acelerador estava pressionado referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

perc\_farol: Percentual de vezes em que o farol estava aceso referente ao total de vezes em que foi verificado o estado desse sensor durante a execução da aula.

media\_bateria\_tablet: Média que a bateria do dispositivo móvel onde os instrutor insere as informações da aula manteve durante a aula.

qtd\_captura\_carregador\_conectado: Não é possível capturar a biometria com carregador conectado ao dispositivo móvel e por ser um erro comum, foi inserida essa característica para avaliar quantas tentativas foram efetuadas.

qtd\_biometria\_nao\_detectada: Quantidades de vezes em que foi feita uma tentativa de captura biométrica no scanner, mas não foi detectado que o dedo estava posicionado corretamente no leitor, sujeira no leitor ou mal funcionamento do mesmo também podem causar esse erro.

diferenca\_tempo\_eventos: Demonstra a diferença média entre quando a leitura dos sensores e quando foi inserida no servidor, demonstra por exemplo quando tempo o dispositivo ficou sem se conectar na internet.

qtd\_agendamentos: Demonstra quantos agendamentos aulas foram exibidos para o instrutor no início da aula, muitas vezes é alegado pelos instrutores que o agendamento não apareceu, e não foi possível efetuar a aula normalmente.

tempo\_inicio\_fim\_atividade: tempo total de duração da atividade computados pelos eventos gerados pelo dispositivos móveis e não o informado manualmente, dessa forma é possível obter o tempo real que a mesma durou, é importante pois existe um tempo mínimo exigido para que seja validada.

qtd\_erros: Quantos erros de qualquer tipo ocorreram durante a execução da aula no programa do dispositivo móvel utilizado pelo instruto.

qtd\_falhas\_biometria\_candidato\_inicio: Quantas vezes a biometria do candidato foi coletada com sucesso no início da aula, mas não foi possível de se conferir com a de cadastro, pois não foram consideradas da mesma pessoa pelo servidor ou nem sequer foi possível se comunicar com o mesmo.

qtd\_falhas\_biometria\_candidato\_fim: Quantas vezes a biometria do candidato foi coletada com sucesso no fim da aula, mas não foi possível de se conferir com a de cadastro, pois não foram consideradas da mesma pessoa pelo servidor ou nem sequer foi possível se comunicar com o mesmo.

qtd\_falhas\_biometria\_examinador\_inicio: Quantas vezes a biometria do instrutor foi coletada com sucesso no início da aula, mas não foi possível de se conferir com a de cadastro, pois não foram consideradas da mesma pessoa pelo servidor ou nem sequer foi possível se comunicar com o mesmo.

qtd\_falhas\_biometria\_examinador\_fim: Quantas vezes a biometria do instrutor foi coletada com sucesso no fim da aula, mas não foi possível de se conferir com a de cadastro, pois não foram consideradas da mesma pessoa pelo servidor ou nem sequer foi possível se comunicar com o mesmo.

perc\_sucesso\_comp\_candidato: Qual a porcentagem das imagens tiradas do aluno durante a aula foram possíveis de serem verificadas biometricamente com sucesso com a foto de cadastro do mesmo.

perc\_sem\_correspondencia\_candidato: Qual a porcentagem das imagens tiradas do aluno durante a aula não foram possíveis de serem verificadas biometricamente com sucesso com a foto de cadastro do mesmo.

perc\_com\_2\_pessoa:Qual a porcentagem das imagens coletadas no carro durante a aula contém no mínimo duas pessoas, lembrando que 50% das fotos são do exterior do veículo então uma aula que contem com 2 pessoas em todas as fotos do interior do veículo terá um percentual de 50% nessa característica.

Todas as demais características abaixo representam a quantidade de anotações para cada um dos motivos de auditoria em cada aula, que conforme explicado anteriormente foram ocultados pois são sensíveis ao negócio:

um, dois,tres, quatro, cinco, seis, sete, oito, nove, dez, onze, doze, treze, quatorze, quinze, dezeseis, dezesete, dezoito, dezenove, vinte, vinteum, vintedois, vintetres, vintequatro, vintecinco, vinteseis, vintesete, vinteoito, vintenove

Os valores apresentados para algumas características podem desviar demais dos valores comuns para a mesma, como um exemplo vamos avaliar a característica “vinteum”, ou seja, quantas anotações existem na aula para este motivo de auditoria:

Valor mínimo para a coluna “vinteum”: 0

Valor máximo para a coluna “vinteum”: 1065

Média para a coluna “vinteum”: 3.6118251928020566

Podemos perceber que existe uma aula que possui 295 vezes mais anotações para esse motivo que a média, e existem ainda aula que não têm nenhuma anotação, isso com certeza deve desperta um sinal de alerta, pois potencialmente representa um erro nos equipamentos que geraram tal disparidade, se incluirmos essa aula como exemplo para o nosso treinamento, estaremos gerando uma distorção no modelo de dados.

Felizmente existem técnicas para eliminação desses exemplos que podem causar tais distorções. Existem algumas maneiras de determinar o que deve ser considerado um valor extremo nesse trabalho iremos utilizar o método definido por John Tukey que utiliza a distância interquartil para determinar os valores extremos.

Para encontrar os quartis devemos ordenar os dados e separar os primeiros 25% das amostras no primeiro quartil e também os últimos 25% por cento das amostras no último quartil , com isso teremos também separado os 50 % restantes nos quartis dois e três respectivamente que representam o centro dos dados, depois pegamos o último valor do primeiro quartil somamos com o primeiro do segundo quartil e dividimos por 2 obtendo assim o valor do primeiro quartil, depois pegamos o último valor do terceiro quartil, somamos com o primeiro valor do último quartil dividimos por 2 obtendo assim o valor do terceiro quartil, depois subtraímos o valor do primeiro quartil do valor do terceiro quartil obtendo a distância interquartil, através desse método consideramos valores extremos tudo que for menor que o valor do primeiro quartil menos uma vez e meia a distância interquartil e também todos valores maiores que o valor do terceiro quartil mais uma vez e meia a distância interquartil.

Exemplo:

Conjunto de dados:

-5,-5,-5,1,1,1,2,2,2,3,3,3,4,4,4,5,5,5,6,6,6,12,12,12

Temos no total 24 amostras, então 25% são 6 amostras vamos dividir os quartis em grupos de 6 amostras:

-5,-5,-5,1,1,1, 2,2,2,3,3,3, 4,4,4,5,5,5, 6,6,6,12,12,12

1º quartil 2º quartil 3ºquartil 4ºquartil

Último valor do primeiro quartil mais primeiro do segundo dividido por 2:

(1+2)/2=1,5 valor do primeiro quartil.

Último valor do terceiro quartil mais primeiro do quarto dividido por 2:

(5+6)/2=5,5 valor do terceiro quartil

Distância interquartil, valor do terceiro quartil menos o valor do primeiro:

5,5-1,5=4

Limite inferior, valor do primeiro quartil menos uma vez e meia a distância interquartil:

1,5-1,5\*4=-4,5

Limite superior, valor do terceiro quartil mais uma vez e meia a distância interquartil:

5,5+1,5\*4=11,5

Devemos considerar com valores extremos tudo que esteja abaixo de -4,5 e acima de 11,5, então deveríamos manter da nossa amostra os seguintes exemplares.

1,1,1,2,2,2,3,3,3,4,4,4,5,5,5,6,6,6

E eliminar os seguintes exemplares:

-5,-5,-5 ,12,12,12

No nosso trabalho, utilizamos a técnica utilizada acima eliminando exemplo que apresentem valores extremos em qualquer uma das 60 características.

## Visualização exploratória

Nesta seção vamos aprofundar um pouco mais na exploração dos dados e prover algumas visualizações, primeiro continuando o assunto sobre a técnica de remoção de exemplos com valores extremos, vamos analisar se esse processamento comprometeu a distribuição da amostra.

|  |  |
| --- | --- |
| Número total de aulas | 1945 |
| Número de atributos | 60 |
| Número de aulas liberadas | 800 |
| Número de estudantes não liberadas | 1145 |
| Taxa de liberação | 41.13% |

Agora os números após a remoção dos exemplos com valores extremos:

|  |  |
| --- | --- |
| Número total de estudantes | 684 |
| Número de atributos | 60 |
| Número de aulas liberadas | 330 |
| Número de estudantes não liberadas | 354 |
| Taxa de liberação | 48.25% |

Podemos observar que não ouve uma alteração drástica na distribuição da variável alvo, mas o número de exemplo foi reduzido a menos da metade, acredito que ainda assim temos o necessário para aplicação das técnicas de aprendizagem supervisionadas desejadas.

Na imagem abaixo podemos observar como estão distribuídos de maneira esparsa os pontos com valores extremos em vermelho e como estão concentrados na mesma região os pontos considerados normais em azul:

![](data:image/png;base64,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)

Outra visualização importante como é possível observar uma correlação entre a porcentagem de vezes em motor estava ligado com a liberação ou não da aula:

## 

## Algoritmos e técnicas

Nesse trabalho serão utilizados classificadores de aprendizagem supervisionada e comprar suas performances com diferentes configurações. Abaixo uma breve introdução sobre os algoritmos que serão testados, aproveitando conteúdo criado por mim mesmo no projeto *Students Intervention*:

#### Naive Bayes (GaussianNB)

Esse modelo criado a partir do teorema de B*ayes*, utiliza formulas probalisticas para realizar a classificação dos exemplos fornecidos, é um bom processador de linguagem natural. Mas assume uma independência entre as variáveis, ou seja, ignora a correlação entre elas e por isso pode não mapear o problema da maneira adequada, apesar de funcionar em grande parte dos casos.

***Exemplo de aplicação no mundo real***

Filtragem de spam, caso clássico de uso do algoritmo.

##### *Quais são as vantagens do modelo; quando ele tem desempenho melhor?*

Precisa de poucos dados para treinamento. Fácil implementação. Funciona em grande parte dos problemas de classificação. Rápida execução.

##### *Quais são as desvantagens do modelo, quando ele tem desempenho pior?*

Não consegue mapear a dependência entre as variáveis.

##### *O que faz desse modelo um bom candidato para o problema, considerando o que você sabe sobre os dados?*

Ele é um bom classificador. Lida bem com separação não linear. (temos 48 dimensões seria difícil garantir que os dados sejam separáveis linearmente) Lida bem com poucos exemplos de treinamento.

Fontes: <http://scikit-learn.org/stable/modules/naive_bayes.html#gaussian-naive-bayes>

<https://pt.slideshare.net/ashrafmath/naive-bayes-15644818>

#### SVM

Esse modelo trabalha encontrando uma linha que melhor separe classes de dados, o que significa que ele utiliza hiper planos, para mapear os segmentos das funções, imagine que um conjunto de dados simples que conta com a altura de pessoa e vamos separar em alto e baixo, a partir de certo altura consideraremos alto e abaixo disso baixo, o método do SVM tentará encontrar uma linha que separe o máximo possível essas categorias, ou seja a que esteja mais longe possível limite inferior dos altos e do limite superior dos baixos, para problemas mais complexo o truque é aumentar o número de dimensões para que seja possível efetuar essa separação.

##### *Exemplo de aplicação no mundo real*

Classificação de imagens. Bio Informática, Classificação de proteínas e de cânceres. Reconhecimento de escrita manual

##### *Quais são as vantagens do modelo; quando ele tem desempenho melhor?*

Funciona bem com pequenos conjuntos de treinamento. Generaliza bem o modelo. Lida com a não linearidade. Funciona bem em espaços com muitas dimensões. Encontra um mínimo global e não um mínimo local.

##### *Quais são as desvantagens do modelo, quando ele tem desempenho pior?*

Alta sensibilidade a ruídos. Definição da função *Kernel*. Alto custo computacional.

##### *O que faz desse modelo um bom candidato para o problema, considerando o que você sabe sobre os dados?*

Devido ao conjunto de treinamento não ser tão extensos e o número de características ser grande, esse é um bom candidato para utilizar nesses dados.

Fontes <http://www.svms.org/>

<http://scikit-learn.org/stable/modules/svm.html>

#### *AdaBoost*

Esse modelo trabalha com o conceito de aprendizes fracos, que são modelos que obtém uma performance ligeiramente acima do aleatório ao fazer previsões de resultados e agem no sistema de quórum, cada um desses aprendizes dá um voto sobre qual é o resultado e a maioria elege um resultado vencedor.

***Exemplo de aplicação no mundo real***

Biologia, Visão computacional, Processamento de fala.

##### *Quais são as vantagens do modelo; quando ele tem desempenho melhor?*

Baixa tendência a *overfitting*, atinge um erro mínimo global, tem uma boa flexibilidade, pois pode ser aplicado a vários tipos de classificadores. Pode ser um aprendiz rápido dependendo do algoritmo.

##### *Quais são as desvantagens do modelo, quando ele tem desempenho pior?*

Tem alta sensibilidade a ruído distribuído uniformemente, não lida bem com *outliers*. O que faz desse modelo um bom candidato para o problema, considerando o que você sabe sobre os dados? Por ser um meta-algoritmo que utiliza uma série de outras instâncias de classificadores ou *weak learners*, apresenta bastante flexibilidade e irá me permitir procurar uma configuração ideal afim de obter uma boa pontuação na classificação. Fontes: <http://www.nickgillian.com/wiki/pmwiki.php/GRT/AdaBoost>

<http://user.ceng.metu.edu.tr/~tcan/ceng734_f1112/Schedule/adaboost.pdf>

#### Principal Componet Analisys

#### Nesse trabalho também será utilizada a técnica de análise componentes principais, que nos ajuda a identificar as melhores características que melhor representam nossos dados, são basicamente as dimensões em que os dados é mais esparsa e possibilita uma melhor separação, pode ser utilizado também para reduzir a dimensionalidade do conjunto de dados combinando algumas características para criação de uma nova.

## Comparativo

Para estabelecimento de um parâmetro de comparação, foi feito também um treinamento com um método de aprendizagem supervisionada um pouco mais ingênuo, no caso uma arvore de decisão, esse modelo apresentou uma pontuação F1 de 0.9200 no conjunto de testes, é uma pontuação aceitável e pode ser efetiva o suficiente em determinados casos, entretanto para esse trabalho efetuaremos mais tentativas para melhoria dessa pontuação.

# Metodologia

## Pré-processamento dos dados

## As seguintes etapas e técnicas foram executadas durante o pré-processamento:

## Seleção dos exemplos a serem utilizados no banco de dados.

## Agrupamento, normalização e tratamentos das informações disponíveis sobre os exemplos para formação do conjunto de dados.

## Executada a técnica para remoção de exemplos com valores extremos conforme explicado nas seções anteriores, pois tais valores poderiam distorcer o mapeamento do modelo.

## A variável alvo foi separada das características.

## Uma variável que tinha correlação direta com a resposta foi removida.

## Executada a técnica para redução de dimensionalidade através da análise de componente principal, para verificar se um modelo de dados mais simples terá boa capacidade de mapear e generalizar o problema, o número de características foi reduzido à metade restando então 30 por ordem de taxa de explicação do modelo, cada uma recebeu um novo nome após a transformação começando em *dimension1* até *dimension30,* vamos verificar na seção de resultados como se comportam os modelos com os dados antes e após esse processamento.

## Implementação

## Após as etapas de pré-processamento iniciamos o trabalho de separação do conjunto de teste do conjunto de dados, isso é feito para que possamos observar se o modelo é capaz de se comportar bem com dados que nunca viu antes, tínhamos no início um universo com 1945 exemplos para o trabalho, após a técnica de remoção de valores extremos restaram 684 exemplos, e fizemos uma divisão de 519 exemplos para o treinamento e 165 exemplos para o teste. Como citado anteriormente optei por avaliar a performance de 3 modelos antes e depois da execução da técnica do PCA excluindo o modelo ingênuo utilizado para comparativo. Para essa primeira análise foi feito o treinamento e foram avaliadas suas pontuações F1 com os parâmetros padrões.

## O modelo selecionado passou por mais uma técnica de aprimoramento chamada *Grid Search*, onde alguns parâmetros são testados para encontrar os parâmetros que otimizem sua performance. No caso a técnica escolhida para otimização foi o Ada Boost e foi executada uma busca sobre os seguintes parâmetros: *learning\_rate* e *n\_estimators*, o primeiro deles determina o valor da contribuição de cada classificador na “votação” para escolha da alternativa correta e seguinte define o número de classificadores máximos que podem ser utilizados pelo modelo para obtenção da solução.

# Vale comentar que o que método *AdaBoost* utiliza como classificador por padrão para formação do quórum de decisão o classificador: *DecisionTreeClassifier*, o mesmo que selecionamos como modelo ingênuo utilizado para comparação, mas por utilizar várias estância do mesmos é como se cada um mapeasse um seguimento do domínio sendo assim capaz de ser mais efetivo.

# IV. Resultados

Abaixo a execução dos modelos com os resultados apontados a partir do F1 Score e também os dados sobre o tempo de execução de cada modelo com e sem a transformação do PCA

|  |  |
| --- | --- |
| **Resultados com dados transformados pelo PCA** | |
|  |  |
| **Modelo** | **Gaussian NB** |
| Tempo de treinamento | 0.0050 segundos |
| Tempo de execução | 0.0010 segundos |
| Pontuação F1 conjunto de treinamento | 0.7769 |
| Pontuação F1 conjunto de testes | 0.6772 |
|  |  |
| **Modelo** | **SVC** |
| Tempo de treinamento | 0.0090 segundos |
| Tempo de execução | 0.0020 segundos |
| Pontuação F1 conjunto de treinamento | 0.9440 |
| Pontuação F1 conjunto de testes | 0.8780 |
|  |  |
|  |  |
| **Modelo** | **AdaBoost** |
| Tempo de treinamento | 0.1980 segundos |
| Tempo de execução | 0.0090 segundos |
| Pontuação F1 conjunto de treinamento | 0.9961 |
| Pontuação F1 conjunto de testes | 0.8947 |
|  |  |
| **Resultados com dados originais** | |
|  |  |
| **Modelo** | **Gaussian NB** |
| Tempo de treinamento | 0.0020 segundos |
| Tempo de execução | 0.0010 segundos |
| Pontuação F1 conjunto de treinamento | 0.9114 |
| Pontuação F1 conjunto de testes | 0.8256 |
|  |  |
| **Modelo** | **SVC** |
| Tempo de treinamento | 0.0100 |
| Tempo de execução | 0.0020 |
| Pontuação F1 conjunto de treinamento | 0.9405 |
| Pontuação F1 conjunto de testes | 0.8659 |

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
| **Modelo** | **AdaBoost** |
| Tempo de treinamento | 0.0810 |
| Tempo de execução | 0.0040 |
| Pontuação F1 conjunto de treinamento | 1 |
| Pontuação F1 conjunto de testes | 0.9342 |

## Avaliação do modelo e validação

Como podemos avaliar nas tabelas acima, todos os modelos experimentados obtiveram sucesso considerável no conjunto de treinamento e de testes, com exceção do *GaussianNB* que obteve 0.6772 no conjunto de testes quando utilizado os dados transformados por PCA, todos são robustos o suficiente para resolução do problema sendo que os mais modestos necessitariam ainda de uma certa avaliação humana pois possuem uma taxa de erro ainda considerável, porém no que saiu melhor que no caso foi o *AdaBoost* a pontuação de 0.9342 com os dados originais no total possível de 1, indica que esse modelo muito provavelmente possa ser utilizado com confiança pela empresa sem análise posterior humana. Atingindo completamente seu objetivo final e por esse motivo será o classificador eleito para o trabalho.

Como aprimoramento do modelo, buscamos efetuar um *Grid Search* e testamos sua performance com os dados transformados pelo PCA.

Como citado na etapa de implementação o *Grid Search* foi feito para os parâmetros *n\_estimators* que já foram explicados, porém não representou melhoria na performance.

Com os dados transformados pelo PCA a pontuação F1 foi reduzida em 0.0395, demonstrando então que esta técnica também não é totalmente adequada para utilização nesse trabalho.

## Justificativa

Como o processo hoje é feito manualmente e as aulas para análise vem se acumulando, isso considerando o volume atual de informações, se considerarmos o fato que esse volume tem uma previsão de aumento em 10 vezes, podemos imaginar que é plenamente necessário que um processo automático possa dar conta dessa avaliação, conforme demonstrado nas seções anteriores o modelo apresentado nesse trabalho é robusto o suficiente para realizar essa automação e através de uma implantação gradual começaremos a utiliza-lo afim de diminuir a demanda pela análise humana.

Outro fator importante que corrobora com nossa solução é o fato de ter obtido pontuação acima do modelo ingênuo utilizado para comparativo a pontuação com *AdaBoost* foi de 0.9342 contra 0.9200.

# V. Conclusão

Para iniciar conclusão vamos analisar as características que foram mais importantes para a explicação do modelo e entender o porquê, abaixo um gráfico que demonstra a importância de cada característica de acordo com a propriedade *features\_importance* do classificador *Adaboost*:
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Abaixo os mesmos dados na fora de tabela:

|  |  |
| --- | --- |
| característica 43 | 0.180000 |
| característica 4 | 0.120000 |
| característica 8 | 0.080000 |
| característica 2 | 0.060000 |
| característica 5 | 0.060000 |
| característica 7 | 0.060000 |
| característica 20 | 0.060000 |
| característica 14 | 0.040000 |
| característica 30 | 0.040000 |
| característica 1 | 0.040000 |
| característica 3 | 0.040000 |
| característica 22 | 0.040000 |
| característica 0 | 0.020000 |
| característica 17 | 0.020000 |
| característica 39 | 0.020000 |
| característica 40 | 0.020000 |
| característica 13 | 0.020000 |
| característica 11 | 0.020000 |
| característica 10 | 0.020000 |
| característica 6 | 0.020000 |
| característica 56 | 0.020000 |

Característica 13(Motivo de auditoria “vinteseis”): o mais comum entre todos e normalmente a aula é liberada quando se trata somente desse motivo é natural que seja a característica mais importante.

Característica 4(seta esquerda): Um veículo que realmente fez aula vai ter uma porcentagem característica desse sensor, enquanto um que não realizou vai apresentar outros números, é interessante observar que provavelmente quanto se pensa em realizar uma fraude, esse sensor não é tão óbvio de ser forjado como outros como o motor por exemplo, talvez por isso se tornou uma característica importante.

Característica 8(marcha ré engatada): acredito que sua importância se deve ao mesmo fator da importância do sensor de seta.

Característica 2(velocidade média do veículo): é importante, pois a velocidade média de uma aula legítima está em torno dos 7km/h o que foge muito disso levanta um sinal de alerta.

Característica 5(Sensor de freio de mão): se o freio de mão ficou puxado o tempo todo, provavelmente a aula não aconteceu, mas pode ser que uma aula toda seja feita com freio de mão puxado, por erro do aluno, por isso é uma característica importante, mas um pouco menos do que as anteriores.

Característica 7(Sensor de ignição): Para uma aula estar acontecendo a chave deve estar no contato do carro, porém o veículo pode ficar parado com chave no contato, por isso é importante, mas nem tanto quanto as anteriores.

Característica 20(Diferença de tempo de eventos): Quanto maior essa diferença significa que mais tempo o dispositivo móvel ficou sem sincronizar com os servidores da empresa, ou seja permaneceu off-line, em grande caso das fraudes é necessário que o equipamento esteja off-line para sua realização.

Característica 14 (Motor ligado): A importância para essa característica pode ser explicada igualmente a da ignição.

Característica 30 (Porcentagem de fotos com 2 pessoa ou mais identificadas): A importância dessa característica se deve ao fato da necessidade de existir duas pessoas no carro para que seja uma aula válida, um aluno e um instrutor.

Característica 1(Tempo total da aula): Essa característica é importante, pois existe um tempo regulamentar mínimo para a execução da aula.

Característica 3(Seta direita): A explicação da importância é idêntica à da seta esquerda.

Característica 22(Tempo entre início e fim da atividade): Essa característica é importante também devido ao fato de existir um tempo regulamentar, mas ela diverge do tempo total, pois o tempo total é todo o tempo em que foram recebidos eventos e esse tempo é somente entre quando o instrutor clica para iniciar e para finalizar a atividade, podendo ainda haver eventos antes e depois disso.

## Característica 0(Velocidade Média): A velocidade média de uma aula legítima também é característica em média 5km/h.

## Característica 17(Média bateria Tablet): É importante pois muitas aulas vão para auditoria, por que o dispositivo desligou durante a aula, mas se a média de bateria era alta, demonstra que o desligamento foi proposital.

## Característica 39(motivo de auditoria “nove”): É um motivo bastante comum e também constantemente liberado pela análise humana.

## Característica 40(motivo de auditoria “dez”): É um motivo bastante comum e também constantemente liberado pela análise humana.

## Característica 13 (Energia no dispositivo que lê os sensores): É importante, pois se não houver energia a aula deve ser interrompida, mas nem tanto, pois é raro.

## Característica 11 (Portas abertas): Não é possível realizar uma aula com as portas abertas, por isso é importante, mas não tanto pois não é tão comum.

## Característica 11 (Embreagem): Importante pois é necessário a utilização para uma aula legítima.

## Característica 6 (Pedal de freio): Importante pois é necessário a utilização para uma aula legítima.

## Característica 57 (Motivo de auditoria “vinteset”): Importante pois se trata por um motivo de auditoria gerada por uma falha humana, que quase sempre é liberado, porém está cada vez mais raro de acontecer.

## Reflexão

Desde o momento em que foi necessário a criação de um setor de auditoria para a análise de aulas veiculares com algum tipo de inconsistência eu enxerguei um potencial problema, onde poderia se criar um gargalo no processo muitas vezes impedindo a conclusão do processo de algum aluno, devido ao fato de uma aula legitima ainda não ter sido liberada. Ao iniciar esse curso passei a efetuar correlações entre as técnicas aprendidas e os problemas que o setor vinha enfrentando e também da sua própria natureza e passei a encará-lo como o candidato perfeito para experimentação em um trabalho como esse, com o sucesso dessa implementação tenho a intenção de demonstrar a eficiência do aprendizado de máquina para a auditoria de processos de diferente naturezas, ainda que a área já tenha sido consideravelmente explorada deixo aqui mais essa contribuição para que sirva de base para eventuais trabalhos futuros.

## Melhorias

Como futuras melhorias nos modelos podemos contar com uma base de dados ainda maior, e talvez simplificar um pouco no que diz respeito aos sensores talvez utilizando outras redes com auxílio na geração do conjunto de dados, por exemplo ao invés de apontar a distância em quilômetros já utilizarmos com input se a quilometragem está ou não compatível com uma aula legítima e o mesmo podem ser feitos em outras características.