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**Objective and Tasks:**

* To recommend business categories for a given location requirement and suggest best Working Hours:

We are using K-means clustering method to make clusters of Yelp Dataset. After generating the clusters we will calculate the centroid for each cluster. This centroid will further be used to compare with user specified Location. Next we will use this cluster to find out groups in the cluster by business categories. For each group we will find out best working hours i.e. the working hours with highest frequency. Based on the number of records in each group of Business Category we will output the business categories in descending order along with their best working hours.

* To recommend locations for a given business category input and suggest best area for the business in the suggested location:

We are using K-means clustering method to make clusters of Yelp Dataset. After generating the clusters we will calculate the centroid for each cluster. This centroid will further be used to compare with user specified Business Category. Next we will use this cluster to find out groups in the cluster by Locations. For each group we will find out best area i.e. street name with highest frequency. Based on the number of records in each group of we will output the locations in descending order along with their best area.

**Deliverables:**

* We have converted the dataset file from json to csv format. This provides us ease during performing data mining tasks.
* We have performed K-means clustering on the business dataset and calculated the centroid for each cluster.

**Challenges:**

Following are the challenges faced during the project implementation.

1. Finding the appropriate value for K for K-means clustering so that dataset is properly partitioned without much overlapping.
2. Matching user query with appropriate attribute value in dataset. E.g. If user enters “schezwan” as business category then we should be able to map “schezwan” with “Chinese Restaurant”.

Accurately recommend locations for a given business category which are nearby the users specified location. E.g. If user specifies Arlington as the location the resulting categories of businesses should be from nearby cities like Irving, Plano, Dallas etc.

**Algorithm:**

Given an initial set of *k* means *m*1(1),…,*mk*(1) , the algorithm proceeds by alternating between two steps[1]:

**Assignment step**: Assign each observation to the cluster whose mean yields the least within-cluster sum of squares (WCSS). Since the sum of squares is the squared [Euclidean distance](http://en.wikipedia.org/wiki/Euclidean_distance), this is intuitively the "nearest" mean. (Mathematically, this means partitioning the observations according to the Voronoi diagram generated by the means).

![S_i^{(t)} = \big \{ x_p : \big \| x_p - m^{(t)}_i \big \|^2 \le \big \| x_p - m^{(t)}_j \big \|^2 \ \forall j, 1 \le j \le k \big\},](data:image/png;base64,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)

where each ![x_p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAPBAMAAAAbqIIhAAAAMFBMVEX///8EBAQMDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAABAVDD/AAAAAXRSTlMAQObYZgAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAGhJREFUCB1jYHh7mucWAwhwXuDorJ8AYvEwsAXwgRgMnAz8DmAGkPCHMRjCoCw+hmyG6Zwnajcz+D9OZTjAzlRgxvD67uy7ExgYGZygajwYoqGsUE5NKKv19gMoSwBKMzAnwFgzVBgYAO+eFUjKc9TwAAAAAElFTkSuQmCC) is assigned to exactly one ![S^{(t)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABsAAAAUBAMAAACOrFuzAAAAMFBMVEX///8EBAR0dHQwMDC2trYWFhaKiooMDAwiIiLMzMxiYmLm5uaenp5AQEBQUFAAAACpiLHeAAAAAXRSTlMAQObYZgAAAMNJREFUGBlFj68KwnAUhT9FJ9vcii8gGCwKKybLitlgtAwEn0DMVsGwbBKsBkEQEYQFs+ia/4IvIAabQe/mxu/AOfd8cLlwIZEPZtrBWIItTtTHdHFSYoRVppZi7kjBZ5WiUS4+FhQitJ+3reXRI0Z9jDG0AkLIy+m8Dx87YGCSkd2W2NFmvPbxclXQMx1Cj4PU9kSCZhRnsfEtubCTps8kWJ/ekPMgG5Go8x9RauK5wqnUi8KKvN1V2AjYuAqP9ftV0Q8V3SYor9OPKgAAAABJRU5ErkJggg==), even if it could be assigned to two or more of them.

**Update step**: Calculate the new means to be the [centroids](http://en.wikipedia.org/wiki/Centroids) of the observations in the new clusters.

![m^{(t+1)}_i = \frac{1}{|S^{(t)}_i|} \sum_{x_j \in S^{(t)}_i} x_j ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMQAAAA6BAMAAAAdEOsxAAAAMFBMVEX///8WFhZQUFAMDAzMzMyenp62trZAQEAEBATm5uYiIiJ0dHQwMDBiYmKKiooAAABU0ngcAAAAAXRSTlMAQObYZgAABG5JREFUWAnNV12IG1UU/pLMJDtJZnYr9kFBGorFahX2QURFcMQ3sRhEEBHb1AcLYiVi3VC2rHkVkaYv+lDXFkRFoRCqiFW3xBIUtGigoiy7644g+CS0UGurD+O5d+bO3PlLcmMWPJC55+c737k/kzkzgLK8pZyhmlC8XzVDFW+cv1k1RR3/rXqKasb/u4QmL6cjG1H9P6xiVWa6XTai+uQlLAdvEledfmUb1SitbE1eogwsElMTsHbbqLBS6TJ5iYPA3cRJJTBjw+il85N38hJrePwNmrpfAvNKJdzL20judV23kZkHLMHqUXh0ia9SSDb/8ZyHHmQcWfIKSl3j6IUHLjTZRuGmLNyd7vlOIlZ2KYWJ9Zo3pl53odCgXLGKdiooy2kcm/dDz2ZByP8HZvVGWEKkDMmQQ/v/8i1L9sb0t1E6Ry5ahb75HfRaLDzCzLv1EQgKVzscU/OQJdsbx77uGHYIPotB8w9lb6iOpz12ORNnrVtffLi87gAvypiubIyjW24tBtNWmms95jNnFvBNt9hmekJK7A+1bbw29+qfsfQT+Oid68z3xEkH70K/FIurm4Vr3mEGmQPcAJtb+4HXkT8VRDIUejYkRcYW3chhAh3wdS0Bd8C4glwN2pycMIG+O7YKf2vIewusNk7arGpC0s+Ctcck2Lgnnp6f8z1XUerhY60eB2TbrD0mu2LOiWXYuabhYKXGVlPoopXHz3YMkmXy9pjsiqdjeP3KgZoJvXEJFXqwdvDCj9ajTgyTZZZZe0x0xVIzhtcWzy6ehaGL3aLwTAySafL2mOiKn2fg87Uw8GWoDte89jgfBen3+XY+6kdZOuT3urFgzAwO2GuPVCLwEPJh24fviaXNSvaGIxkpap/5dt721IC1R94VucdDBnfs8/yRIaUfkPRRKiN8xMZFx2uPbUAqkVt4jmTfystuL8rTZC9O4wojvBGY7XjtkTZKKvFD8HCpR/lOD6L2UIsIi3PUucDbo16LlGBr8GQox4gglajQ1C2vPbKuKK1iRO6YYbaKv9k28PbIuuJWlMDmta+JmrXH7laVMH4/1iBuX9JXsUxRU0DURo8w1wuz0kvU6LC0QYhS0IjQofn1wpTUEsRe8F74QuC4Wh9sbqUBHhIZqSVMW3tpgE8FRmnso9IDjndgiLTUEiX26oqnBUZp7KO6Hcb7Uk5qCeomC8AhCTa+2kep0mp1YB4WOYkS2tq5Jq1izsE+gVEaBeFv34s04eH2idYRerRYTbOBPXX8JDBKY0DYFmmBhxwW7Q7WoDkGv1+bAqM0CkJ26J5wzzNL6zZtPf9y+ewTCrBGVXQ8hOJVlCgHdwv3dH/lXw182uYO+uY1ibeiyO3Db/VH8xeR73l2cvODFp0FjKMiNtVxO7B8hH8i0vyfhOVMlZ3I9NXrJup9fpcWOtN/vrMSd62s0j8B+S6wd+OMPe0lCD7jFG0ROwuSdX6d+sUaBJTF44E6TaVYbYR0B0N1ilp1QyLbVZeMrVHPNOK8/wJLBhkt1CB1lQAAAABJRU5ErkJggg==)

Since the arithmetic mean is a least-squares estimator, this also minimizes the within-cluster sum of squares (WCSS) objective.

The algorithm has converged when the assignments no longer change. Since both steps optimize the WCSS objective, and there only exists a finite number of such partitionings, the algorithm must converge to a (local) optimum. There is no guarantee that the global optimum is found using this algorithm.

The algorithm is often presented as assigning objects to the nearest cluster by distance. The standard algorithm aims at minimizing the WCSS objective, and thus assigns by "least sum of squares", which is exactly equivalent to assigning by the smallest Euclidean distance.

The algorithm is composed of the following steps [2]:

1. Place K points into the space represented by the objects that are being clustered. These points represent initial group centroids.
2. Assign each object to the group that has the closest centroid.
3. When all objects have been assigned, recalculate the positions of the K centroids.
4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into groups from which the metric to be minimized can be calculated.

**Initial Implementation:**

Dataset file was converted to csv format. This eased the implementation of K-means clustering we implemented in the next step. We have performed K-means clustering on the business dataset and calculated the centroid for each cluster. The centroid was used to match with the user specified query to find the target cluster.

**Evaluation Plan:**

Estimating the value of K for the K-means clustering is one of our main points of evaluation. This is important because we need to divide yelp business dataset into distinct clusters.

**Change of Plan:**

We decided to drop the plan of using longitude and latitude for comparing the locations because we decide to consider broader area of user specified location rather than concentrating on a well specified address. We were able to perform same tasks without using longitude and latitude and provide user with much more options to consider.

**Difficulties encountered:**

We were not able to finalize on a specific clustering technique for this task. We researched and found out that K-means would be appropriate for our task.

Also estimating the value of K for the K-means clustering is a challenge. We are working on it to find a value of K such that we partition the Yelp dataset distinctively.

**Tasks to be accomplished:**

After finding the appropriate cluster for our task we will group them according to user specification. For the first task we will use this cluster to find out groups in the cluster by business categories. For each group we will find out best working hours i.e. the working hours with highest frequency. Based on the number of records in each group of Business Category we will output the business categories in descending order along with their best working hours. For the second task we will use this cluster to find out groups in the cluster by Locations. For each group we will find out best area i.e. street name with highest frequency. Based on the number of records in each group of we will output the locations in descending order along with their best area.

Representing the obtained result from the cluster analysis to the user in a meaningful way will be our next challenge. We are planning to host a website that will be interactive with the user and represent the results of our project in elegant manner.
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