# **LLM Attacks**

* Retrieve data that the LLM has access to. Common sources of such data include the LLM's prompt, training set, and APIs provided to the model.
* Trigger harmful actions via APIs. For example, the attacker could use an LLM to perform a [SQL injection](https://portswigger.net/web-security/sql-injection) attack on an API it has access to.
* Trigger attacks on other users and systems that query the LLM.

## Detecting LLM vulnerabilities

Our recommended methodology for detecting LLM vulnerabilities is:

1. Identify the LLM's inputs, including both direct (such as a prompt) and indirect (such as training data) inputs.
2. Work out what data and APIs the LLM has access to.
3. Probe this new attack surface for vulnerabilities.

### Mapping LLM API attack surface

Chat with llm to figure out apis, usage, user list etc using different prompt and mimicking as admin or llm developer

### Chaining vulnerabilities in LLM APIs

Even if an LLM only has access to APIs that look harmless, you may still be able to use these APIs to find a secondary vulnerability. For example, you could use an LLM to execute a [path traversal](https://portswigger.net/web-security/file-path-traversal) attack on an API that takes a filename as input.

Once you've mapped an LLM's API attack surface, your next step should be to use it to send classic web exploits to all identified APIs.
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