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**Supplementary information  
S-1. Grey-level co-occurrence matrix features**

Haralick *et al*.1 introduced various GLCM features to characterize textures of images. Supplementary Table S.1 lists the GLCM features.

**Supplementary Table S1.** GLCM texture features1-3.

|  |  |
| --- | --- |
| **GLCM texture features** | **Formula** |
| Autocorrelation |  |
| Cluster prominence |  |
| Cluster shade |  |
| Contrast\* |  |
| Correlation\* |  |
| Difference entropy |  |
| Difference variance\* |  |
| Dissimilarity |  |
| Energy |  |
| Entropy |  |
| Homogeneity\* |  |
| Information measure of correlation I |  |
| Information measure of correlation II\* |  |
| Inverse difference\* |  |
| Maximum probability\* |  |
| Sum average |  |
| Sum entropy\* |  |
| Sum of squares |  |
| Sum variance |  |

where is the number of quantized grey-levels in the image; is the entry in the normalized GLCM such that where is defined in equation (1); is the marginal probability with respect to rows and is the marginal probability with respect to columns; , is the marginal probability with respect to anti-diagonal components and , is the marginal probability with respect to diagonal components; and , respectively, are the average pixel intensity pairs about and ; and are the standard deviation of pixel intensity pairs about and , respectively; and , respectively, are average pixel intensity pairs about and ; , , , , and are the entropies of corresponding probabilities, where is defined as 0. The features with an asterisk are the selected features using sequential backward selection.

**S-2. Kernel Fisher discriminant analysis**

Kernel Fisher discriminant analysis (KFDA) is a widely used method in machine learning, pattern recognition, and statistics as a tool of dimensionality reduction, classification and data visualization.

KFDA finds an optimal vector which maximizes the between-class variance and minimizes within-class variance by projecting data onto the optimal vector4,5. If the data is subdivided into classes, we can find at most vectors, by solving an eigenvalue problem, associated with between-class variance and within-class variance, and the eigenmatrix is given by

|  |  |
| --- | --- |
|  | (S2.1) |

where are arranged in descent order according to the magnitude of the eigenvalues. From equation (S2.1) the score of a new data point can be defined as

|  |  |
| --- | --- |
|  | (S2.2) |

where is the data point and is the nonlinear mapping. Note that has the most discriminatory information among the scores, *i.e.*, maximizes the between-class variance and minimizes the within-class variance, and provides the second-best result. In this study, corresponds to four burn groups. We use , and for data visualization in three-dimensional space.

**S-3. Support vector machine with radial basis function kernel**

In this section, SVM with RBF kernel is introduced. SVM finds an optimal hyperplane which separates data with the largest margin, where the margin is defined by the Euclidian distance to the closest point from the hyperplane. Finding the optimal hyperplane with soft margin is equivalent to solving an optimization problem given by 6

|  |  |
| --- | --- |
| subject to: | (S3.1) |

where is the normal vector of the hyperplane and is the bias, resulting in a hyperplane . are the training data, are the labels where can be either of +1 or -1, is the slack variable and is a constant which controls the shape of decision boundary such that too small results in underfitting while too large may lead to overfitting. The dual form of equation (S3.1) is given by 6

|  |  |
| --- | --- |
| subject to: , | (S3.2) |

where is the Karush-Kuhn-Tucker (KKT) coefficient vector, is the vector whose components are , is the vector whose components are 1’s and is the Gram matrix whose component . In equation (S3.2), the inequality in the constraint is applied elementwise. By minimizing equation (S3.2) with respect to, we obtain the classifier6

|  |  |
| --- | --- |
|  | (S3.3) |

If a sample data is above the hyperplane ![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAEACQAAAAARXgEACQAAAzEBAAACAI4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAWABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAASIAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAAMQaFd3Ng4K9wAACgAw5zQDB772dEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcAAAA44AAAAmBg8AEQFBcHBzTUZDQwEA6gAAAOoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhIFRpZ2VyABNXaW5BbGxDb2RlUGFnZXMAEQa52cXBw7wAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQEEAAUACgEAAgSEwANwAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAgAAAAAAJABAAAAgQECAiJTeXN0ZW0AALQAigUAAAoAKRRmYykUZmO0AIoFWNUVAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) it is classified to +1 group. In a similar way, if a sample is below the hyperplane , it is classified to -1 group. By introducing nonlinear transformation kernel the Gram matrix is transformed into RBF kernel is adopted which is written by , yielding the kernel matrix where is the kernel scale parameter. are crucial factors determining classification performance so the two factors are chosen by leave-one-out cross-validation to ensure the optimal performance. and used in the classification are listed in Supplimentary Table S2. The classifier is rewritten as

|  |  |
| --- | --- |
|  | (S3.4) |

where is one of any support vectors, and is the corresponding label of . Also, we can define a score as follows:

|  |  |
| --- | --- |
|  | (S3.5) |

where the score amounts to the distance from the data point to the optimal hyperplane. Depending on the sign of the score, the group to which the designated data belongs is determined. Time complexity of prediction is where is the number of support vectors and is the number of features7. MATLAB library was used to implement SVM. The CPU time for classification using equation (S3.4) is measured to be of the order of *μs*.

The values of hyper parameters are listed in Supplementary Table S2. The parameters were chosen so that leave-one-out cross-validation can yield the minimum error in pairwise binary classification. Search range of is [0.1, 1000] and that of is [0.1, 100].

**Supplementary Table S2.** KKT vector components () and kernel parameters () used for burn classification.

|  |  |  |
| --- | --- | --- |
| Burn groups |  |  |
| 200ºF for 10s - 200ºF for 30s | 0.1 | 2 |
| 200ºF for 10s - 450ºF for 10s | 100 | 10 |
| 200ºF for 10s - 450ºF for 30s | 0.6 | 1 |
| 200ºF for 30s - 450ºF for 10s | 1000 | 10 |
| 200ºF for 30s - 450ºF for 30s | 1 | 1 |
| 450ºF for 10s - 450ºF for 30s | 1 | 2 |
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