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1. What is a random variable in probability theory?
   * A random variable is a numerical outcome of a random experiment. It assigns numerical values to different outcomes in a sample space. Random variables can be discrete (taking specific values like 0,1,2,3) or continuous (taking any value within a range).
2. What are the types of random variables?
   * Random variables are of two types:
     + **Discrete Random Variables**: Take countable values (e.g., number of heads in a coin toss).
     + **Continuous Random Variables**: Take infinitely many values within an interval (e.g., height of a person).
3. What is the difference between discrete and continuous distributions?
   * A **discrete distribution** represents probabilities of distinct, separate values, like a dice roll (1,2,3,4,5,6). A **continuous distribution** deals with probabilities over a continuous range, like height or weight.
   * Continuous distributions use probability density functions (PDF), while discrete distributions use probability mass functions (PMF).
4. What are probability distribution functions (PDF)?
   * A Probability Distribution Function (PDF) defines the likelihood of a random variable taking a particular value. For a discrete variable, it is called a Probability Mass Function (PMF), and for a continuous variable, it represents the density of probability over an interval. The total area under a PDF curve equals 1.
5. How do cumulative distribution functions (CDF) differ from probability distribution functions (PDF)?
   * A **CDF** represents the probability that a random variable takes a value less than or equal to a given number.
   * A **PDF** describes the relative likelihood (density) of a continuous random variable taking on a specific value.
   * The **PDF** shows how probability is “spread out” around different values. The **CDF** sums up that spread, telling you how much probability accumulates up to a certain point.
6. What is a discrete uniform distribution?
   * A **discrete uniform distribution** is one where all outcomes have an equal probability of occurring. For example, rolling a fair six-sided die follows a uniform distribution where each face has a 1/6 probability of appearing. The probability mass function (PMF) is given by ​, where is the number of possible outcomes.
7. What are the key properties of a Bernoulli distribution?
   * A **Bernoulli distribution** models a single experiment with two possible outcomes: success (1) or failure (0). It has one parameter, , representing the probability of success. Properties:
     + Mean:
     + Variance:
     + Used in binary events like coin flips and yes/no experiments.
8. What is the binomial distribution, and how is it used in probability?
   * A **binomial distribution** represents the number of successes in independent Bernoulli trials. It is defined by two parameters: (number of trials) and (probability of success in each trial). The probability of exactly successes is:  
     Here, counts the ways to choose successes from trials.
   * Used in quality control (defect counts), medical trials number of positive responses), flipping a coin multiple times, and survey sampling.
9. What is the Poisson distribution and where is it applied?
   * A **Poisson distribution** models the number of events occurring in a fixed interval of time or space, assuming events occur independently and at a constant average rate . The probability mass function is:
   * It is used in modeling rare events like call arrivals in a call center, traffic flow, the number of meteors strikes in a region, or radioactive decay.
10. What is a continuous uniform distribution?
    * A **continuous uniform distribution** is one where all values in a given interval have equal probability density. The probability density function is:  
       ​
    * Used in simulations and random sampling when each outcome in an interval is equally likely.
11. What are the characteristics of a normal distribution?
    * A **normal distribution** (Gaussian distribution) is a symmetric, bell-shaped probability distribution defined by its mean and standard deviation . Properties:
      + Symmetric around the mean
      + Mean = Median = Mode
      + Empirical Rule: 68% of data falls within 1, 95% within 2, and 99.7% within 3
12. What is the standard normal distribution, and why is it important?
    * A **standard normal distribution** is a normal distribution with a mean of 0 and a standard deviation of 1. It is represented by the Z-score formula:
    * It is important because it allows for standardization of data and simplifies probability calculations using Z-tables.
13. What is the Central Limit Theorem (CLT), and why is it critical in statistics?
    * The **Central Limit Theorem (CLT)** states that the distribution of the sample mean of a sufficiently large number of independent, identically distributed (i.i.d) random variables approaches a normal distribution, regardless of the original population distribution.
    * This theorem is critical in statistics because it allows us to make inferences about population parameters using sample statistics. It forms the basis for hypothesis testing and confidence intervals, making it a fundamental concept in probability and statistics.
14. How does the Central Limit Theorem relate to the normal distribution?
    * The **Central Limit Theorem (CLT)** explains why normal distribution is commonly observed in nature and statistics. It states that when independent random variables are summed, their normalized sum tends toward a normal distribution as the sample size increases. This holds true regardless of the shape of the original distribution, as long as the samples are sufficiently large (typically ).
    * CLT justifies the use of normal distribution-based statistical techniques for inference, even when the population distribution is unknown or non-normal.
15. What is the application of Z statistics in hypothesis testing?
    * **Z-statistics** are used in hypothesis testing when the population variance is known, or the sample size is large (). The **Z-test** is applied to test means and proportions by converting sample observations into standard normal form (Z-scores).
    * It helps determine whether to reject the null hypothesis by comparing the computed Z-score to critical values from the standard normal table.
    * Z-tests are commonly used in **one-sample and two-sample hypothesis testing**, especially for population means and proportions.
16. How do you calculate a Z-score, and what does it represent?
    * A **Z-score** measures how many standard deviations a data point is from the mean. It is calculated using the formula:  
       ​   
      where is the data point, is the mean, and is the standard deviation.
    * A Z-score of **0** means the value is equal to the mean, **positive** values indicate how many standard deviations above the mean the data is, and **negative** values indicate how many standard deviations below the mean the data is. It standardizes data for comparison across different distributions.
17. What are point estimates and interval estimates in statistics?
    * A **point estimate** provides a single best guess of a population parameter (e.g., the sample mean as an estimate of the population mean). However, since point estimates can vary from sample to sample, an **interval estimate** is used to give a range of values within which the population parameter is likely to fall. Confidence intervals, for example, provide a margin of error around a point estimate, reflecting uncertainty and reliability in the estimation process.
18. What is the significance of confidence intervals in statistical analysis?
    * **Confidence intervals (CIs)** provide a range of values within which the true population parameter is expected to fall, with a given level of confidence (e.g., 95%). They indicate the precision and reliability of an estimate. A wider CI suggests more variability or uncertainty, while a narrower CI indicates greater precision. Confidence intervals are crucial in hypothesis testing, decision-making, and determining statistical significance in research.
19. What is the relationship between a Z-score and a confidence interval?
    * A **Z-score** is used to determine confidence intervals in a normal distribution. The Z-score corresponds to the confidence level (e.g., 1.96 for 95% confidence). The confidence interval formula is:  
      where is the sample mean, is the critical value from the normal table, is the standard deviation, and is the sample size.
    * The confidence interval shows the range in which the true population mean is likely to lie. ​
20. How are Z-scores used to compare different distributions?
    * **Z-scores** standardize values from different distributions by converting them into a common scale (the standard normal distribution). This allows comparison across datasets with different means and standard deviations. For example, in standardized testing, a student’s Z-score shows how their score compares to the average, regardless of the test’s original scale. In finance, Z-scores assess financial risk by measuring how extreme a company's performance is compared to industry norms.
21. What are the assumptions for applying the Central Limit Theorem?
    * The **Central Limit Theorem (CLT)** assumes:
      + **Independence** – Sample observations must be independent of each other.
      + **Identical Distribution** – The data should come from the same probability distribution.
      + **Sample Size** – The sample should be sufficiently large (typically ) for the theorem to hold.
      + **Finite Variance** – The population must have a finite mean and variance.
    * If these assumptions are met, the sampling distribution of the mean will be approximately normal.
22. What is the concept of expected value in a probability distribution?
    * The **expected value (E[X])** is the long-term average of a random variable in repeated trials. It represents the theoretical mean outcome of a probability distribution and is calculated as:
    * for discrete variables, or
    * for continuous distributions.
    * The expected value helps in decision-making, especially in economics, finance, and gambling, where predicting long-term outcomes is crucial.
23. How does a probability distribution relate to the expected outcome of a random variable?
    * A **probability distribution** defines the likelihood of different outcomes for a random variable. The **expected value** is derived from this distribution by weighting each possible outcome by its probability. In real-life applications, probability distributions help forecast events, such as stock market returns, insurance risks, or business profits, by modeling expected outcomes. Different distributions (e.g., normal, binomial, Poisson) describe various types of randomness in data.