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**Advisor:**William Gropp

**Focus:** Dynamic scheduling for multi-core architectures.

**General Area of Interest:** High-Performance Scientific Computing, Computer Architecture, Parallel Computation, work stealing, auto-tuning, dense linear algebra, computational physics simulations.

***Overview of Work:*** I have worked on low-overhead dynamic scheduling strategies for performance tuning of MPI+OpenMP codes on next-generation clusters of SMPs. These low-overhead scheduling strategies aim to achieve the best balance between load balance and locality, two important characteristics of MPI+OpenMP code that help to obtain good performance for next-generation clusters of SMPs. The techniques have been applied to dense matrix factorization codes, specifically Communication-avoiding LU and Communication-avoiding QR. I have applied the strategies to regular mesh computations and Lattice-Boltzmann simulations, and most recently, n-body simulations. The scheduling strategies developed can be beneficial to mitigate the amplification problem, a problem shown to cause serious performance bottlenecks for bulk-synchronous and loosely synchronous MPI applications running on next-generation exa-scale machines or the cloud.
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**Software Projects:**

**Library for Low-overhead Scheduling of Dense Matrix Factorizations**

**Technical Skill Highlights:**

*Languages*: C, C++, Java, LISP, Matlab, Mathematica, SQL, Perl

*Tools:* Unix, C shell scripting, Perl, Subversion, Latex, autoconf, gnuplot

*Profiling Tools:*OpenSpeedshop, hpcToolkit, PMPI

*Platforms*: multi-core architectures, clusters of SMPs, GPUs

*Runtimes:* pthreads programming, MPI (mpich2), OpenMP (libgomp), Adaptive MPI, Berkeley UPC (gasnet)

*Libraries:* Petsc, Trillinos, HYPRE

*Applications:*  Renewable Energy (PF3D), LU/QR factorization, Computational Physics (MILC), NAS CG

**Experience:**

**Lawrence Livermore National Laboratory                      Lawrence Scholar                    Feb 2012 – Jun 2014**

* Developed support for multi-level parallelism, to provide an interface between MPI and OpenMP.
* Developed idea for using adagio slack prediction scheme for runtime adjustment and control of scheduler, using upper-level MPI communication information to guide lower-level OpenMP scheduling decisions.

**INRIA-Saclay Visiting Research Position Jan 2012 - Feb 2012**

* Developed support for multi-level parallelism, to provide an interface between MPI and OpenMP.
* Developed idea for using adagio slack prediction scheme for runtime adjustment and control of scheduler, using upper-level MPI communication information to guide lower-level OpenMP scheduling decisions.

**Lawrence Berkeley National Laboratory Intern Aug 2010 – Sept 2010**

**Lawrence Livermore National Laboratory                         Scholar                    Jun 2011 - Sept 2011**

* Create new schedulers that can be used through specifying it through the 'schedule' clause in OpenMP.
* Designed generalized n-stage scheduling strategy, where in the last stage of the scheduler, load balancing could occur across nodes.

**Lawrence Livermore National Laboratory           Scholar          Jun 2010 - Aug 2010**

* Added threading to a large MPI application involving FFT computation.

**Goldman-Sachs     Summer Analyst Jun 2009 – Sept 2009**

Wrote code for simulating market conditions and testing system infrastructure, analyzing basic performance bottlenecks of system infrastructure.

**Additional:**

*Publications Read*: SC conference series, IEEE Transactions of Parallel and Distributed Systems, SIAM PP

*Conferences*: SC’14, SC13, SC12, IPDPS2010, IPDPS2013, SIAM PP 14