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**Focus:** Dynamic scheduling for multi-core architectures

**General Area of Interest:** High-Performance Scientific Computing, Computer Architecture, Parallel Computation, work stealing, auto-tuning, dense linear algebra, computational physics simulations

***Overview of Work:*** I have worked on low-overhead dynamic scheduling strategies for performance tuning of MPI+OpenMP codes on next-generation clusters of SMPs. These low-overhead scheduling strategies aim to achieve the best balance between load balance and locality, two important characteristics of MPI+OpenMP code that help to obtain good performance for next-generation clusters of SMPs. The techniques have been applied to dense matrix factorization codes, specifically Communication-avoiding LU and Communication-avoiding QR. I have applied the strategies to regular mesh computations and Lattice-Boltzmann simulations, and most recently, n-body simulations. The scheduling strategies developed can be beneficial to mitigate the amplification problem, a problem shown to cause serious performance bottlenecks for bulk-synchronous and loosely synchronous MPI applications running on next-generation exa-scale machines or the cloud.
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**Experience:**

**Lawrence Livermore National Laboratory  Lawrence Scholar                     Feb 2012 – Jun 2014**

* Obtained measurements for within-node imbalances on LLNL supercomputers, and developed a cost model for these imbalances.
* Created a software system for automated performance optimization and application programmer usability of low-overhead scheduling strategies.
* Developed a theoretical analysis for obtaining best performing scheduling parameters for a particular application and architecture.
* Developed a ROSE-based custom compiler for automatically transforming MPI+OpenMP applications to use my low-overhead scheduling technique and runtime.
* Assessed further opportunities for performance improvement of low-overhead schedulers, including improvement of spatial locality of low-overhead schedulers.

**INRIA-Saclay, France Visiting Research Position Jan 2012 - Feb 2012**

* Carried out experimentation that projected performance slowdowns of Communication-Avoiding LU and QR factorization at extreme-scale.
* Developed theoretical analysis for Communication-Avoiding LU and QR factorization with low-overhead scheduling techniques applied, and used analysis to show mitigation of the performance slowdowns at extreme-scale using our techniques.

**Lawrence Livermore National Laboratory              Scholar                    Jun 2011 - Sept 2011**

* Modified OpenMP gomp runtime system in order to integrate low-overhead schedulers within it.
* Designed a multi-level low-overhead scheduling strategy, where scheduling could occur across nodes.
* Profiled overheads of OpenMP gomp runtime system’s schedulers using profiling tool hpcToolkit.

**Lawrence Berkeley National Laboratory Intern Aug 2010 – Sept 2010**

* Wrote a performance testing suite for the collectives in Berkeley’s UPC (bupc) runtime system.
* Analyzed results for the performance tests on NERSC machines, and compared with collectives in reference MPI (mpich2) runtime system.

**Lawrence Livermore National Laboratory           Scholar          Jun 2010 - Aug 2010**

* Helped to add OpenMP threading to an MPI application code simulating laser-plasma interactions.
* Experimented with different OpenMP parameters of resulting MPI+OpenMP application code to understand how to improve its performance on LLNL supercomputers.

**Goldman-Sachs     Summer Analyst Jun 2009 – Sept 2009**

* Wrote code for testing trading system infrastructure functions under extreme market conditions.
* Analyzed performance bottlenecks of system infrastructure functions.

**Technical Skill Highlights:**

*Languages*: bash, csh, C, C++, Fortran, python, LISP, VHDL, Matlab, Java

*Tools:* LaTeX, gnuplot, emacs, autoconf, cmake, svn, git

*Libraries for Parallelism:* POSIX threads (Pthreads), MPI (mpich2 and mpich3), OpenMP (gomp), UPC (bupc)

*Performance Profiling Tools:*OpenSpeedShop, hpcToolkit, PMPI, Intel VTune

*Platforms*: clusters of NUMA multi-core nodes, clusters of SMP nodes, GPUs, desktop multi-core processors