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## Summary

The project involve prediction of the Alzheimer’s disease at its ealiest stages. It has included the predictive models random forest, decision tree model, and logistic regression model. The project intended to identify the most accurate model that could be used in predicting the Alzheimer’s disease at early stages. Therefore, the project has utilized data downloaded from the <https://dementia.talkbank.org/access/> website for the prediction. The data contains 3,012 rows and 8 observations. As Diagnosed is later created in the project to represent identified Alzheimer’s disease as 1 and not identified as 0. The predictions have shown that decision tree model is the most accurate model for predicting Alzheimer’s disease at early stages.

## Introduction

Alzheimer’s disease is a progressive disease that affects people’s brains and has been noted to have diverse impacts on millions of individuals globally. The disease has been identified to severely impact memory loss and affected individuals being unable to talk in a conversation. Health professionals have noted a challenge in identifying Alzheimer’s disease in its early stages due to a lack of accurate and simplified tests. Therefore, the project’s main focus include the creation of a machine learning method that is essential and can be used by a health professional to identify Alzheimer’s disease early stages. The project is important since it provides the capability of diagnosing Alzheimer’s disease at its early stages. Therefore, the health professionals are provided with an opportunity of identifying advanced outcomes on treatment and also ensure that there is no progression of Alzheimer’s disease due to early diagnosis of the disease.

## Literature Review

The project is based on previous works that have tried to understand how speech analytics can be utilized to identify early signs of Alzheimer’s disease. In their research, Tanveer et al. (2020), the authors utilized machine learning algorithms in performing analysis on speech patterns, where they made some meaningful insights into various changes associated with Alzheimer’s disease. In another study by Konig et al. (2018), there was research on using speech features for detecting the early signs of individuals suffering from cognitive impairment. In these two papers, there has been an illustration of having a high chance of using speech analysis to detect early signs in individuals who have Alzheimer’s disease.

## Data

Data used for this project is downloaded from the <https://dementia.talkbank.org/access/> website. The data for this project include:

## Rows: 3,012  
## Columns: 8  
## $ X <int> 0, 2, 3, 5, 6, 7, 8, 10, 11, 12, 14, 16, 17, 18, 20, 21…  
## $ subject <int> 101, 101, 101, 101, 101, 101, 101, 101, 101, 101, 101, …  
## $ counter.pauses <int> 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, …  
## $ tone.level <dbl> 1.524, 3.141, 4.034, 5.624, 7.140, 9.497, 11.388, 13.85…  
## $ fluency.level <dbl> 1.817, 3.232, 4.629, 6.884, 7.957, 10.789, 12.019, 14.3…  
## $ hard.Pause <dbl> 0.2921, 0.0909, 0.5954, 1.2597, 0.8169, 1.2927, 0.6314,…  
## $ Type <chr> "IntraClausal Pause", "Pre-ClaSub InterClasal Pause", "…  
## $ Diagnosis <chr> "AD", "AD", "AD", "AD", "AD", "AD", "AD", "AD", "AD", "…

Confirm if the dataset has any missing values for each variable.

## X subject counter.pauses tone.level fluency.level   
## 0 0 0 0 0   
## hard.Pause Type Diagnosis   
## 0 0 0

Recode the Diagnosis variable to a new variable Diagnosed to 1s and 0s for being diagnosed with Alzheimer’s Disease (AD) and others, respectively. This is done by indexing the vectors.

## Rows: 3,012  
## Columns: 9  
## $ X <int> 0, 2, 3, 5, 6, 7, 8, 10, 11, 12, 14, 16, 17, 18, 20, 21…  
## $ subject <int> 101, 101, 101, 101, 101, 101, 101, 101, 101, 101, 101, …  
## $ counter.pauses <int> 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, …  
## $ tone.level <dbl> 1.524, 3.141, 4.034, 5.624, 7.140, 9.497, 11.388, 13.85…  
## $ fluency.level <dbl> 1.817, 3.232, 4.629, 6.884, 7.957, 10.789, 12.019, 14.3…  
## $ hard.Pause <dbl> 0.2921, 0.0909, 0.5954, 1.2597, 0.8169, 1.2927, 0.6314,…  
## $ Type <chr> "IntraClausal Pause", "Pre-ClaSub InterClasal Pause", "…  
## $ Diagnosis <chr> "AD", "AD", "AD", "AD", "AD", "AD", "AD", "AD", "AD", "…  
## $ Diagnosed <fct> 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1…

View the created Diagnosed variable.

##   
## 0 1   
## 2305 707

## Methodology

The data is split into 70% training set and 30% testing set.

## split\_dataset  
## 0 1   
## 2108 903

Create both the training set and testing set as dataset\_train and dataset\_test respectively.

dataset\_train <- dataset[split\_dataset == 0, ]  
dataset\_test <- dataset[split\_dataset== 1, ]

## Build Random Forest Model

Create the random forest using Diagnosed as target variable and tone.level, fluency.level, and hard.Pause predictor variables.

##   
## Call:  
## randomForest(formula = Diagnosed ~ tone.level + fluency.level + hard.Pause, data = dataset\_train, proximity = TRUE)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 1  
##   
## OOB estimate of error rate: 28.07%  
## Confusion matrix:  
## 0 1 class.error  
## 0 1459 167 0.1027060  
## 1 425 58 0.8799172

We use the created random forest to make predictions on test data through confusion matrix approach (Finnstats, 2021).

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 618 193  
## 1 61 31  
##   
## Accuracy : 0.7187   
## 95% CI : (0.6882, 0.7478)  
## No Information Rate : 0.7519   
## P-Value [Acc > NIR] : 0.9899   
##   
## Kappa : 0.0605   
##   
## Mcnemar's Test P-Value : <2e-16   
##   
## Sensitivity : 0.9102   
## Specificity : 0.1384   
## Pos Pred Value : 0.7620   
## Neg Pred Value : 0.3370   
## Prevalence : 0.7519   
## Detection Rate : 0.6844   
## Detection Prevalence : 0.8981   
## Balanced Accuracy : 0.5243   
##   
## 'Positive' Class : 0   
##

From the predictions, it is clear that the model has accuracy of 71.98% in predicting the diagnosis of AD (Alzheimer’s Disease) using the variables tone.level, fluency.level, and hard.Pause.

## Build Decision Tree Model

Using the rpart library (Finnstats, 2021b), the decision tree model is built. ![](data:image/png;base64,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)

Using the predict() function in R, the test dataset is predicted. Then a table illustrating the count of patients classified to be diagnosed with AD and those not is created.

## predictions\_2  
## 0 1  
## 0 674 5  
## 1 213 11

To evaluate the classification performance of the decision tree model, the confusion matrix method has been applied. The prediction accuracy of the test data is depicted to be 75.85%.

## [1] "Accuracy for decision tree is: 0.758582502768549"

## Build Logistic Regression Model

Create the Logistic Regression Model using Diagnosed as target variable and tone.level, fluency.level, and hard.Pause predictor variables

##   
## Call:  
## glm(formula = Diagnosed ~ tone.level + fluency.level + hard.Pause,   
## family = "binomial", data = dataset\_train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6679 -0.7164 -0.6756 -0.6240 1.8878   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.42052 0.09671 -14.688 <2e-16 \*\*\*  
## tone.level -135.60998 129.07258 -1.051 0.293   
## fluency.level 135.60886 129.07260 1.051 0.293   
## hard.Pause -135.33011 129.07381 -1.048 0.294   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2269.7 on 2108 degrees of freedom  
## Residual deviance: 2236.7 on 2105 degrees of freedom  
## AIC: 2244.7  
##   
## Number of Fisher Scoring iterations: 4

Test the Accuracy of the logistic regression model

## [1] "Accuracy for logistic regression analysis: 0.753045404208195"

## Results and Conclusion

From the prediction analysis conducted in this project, random forest, decision tree, and logistic regression predictive models have been developed. The analysis have been a comparative analysis for the three models. The goal is to identify the best model that can be implemented for identifying the Alzheimer’s Disease at its earliest stages. The results of the three models have depicted that decision tree model has the highest accuracy of prediction, at 75.85%. Therefore, it is concluded that the best model to use in prediction of the Alzheimer’s Disease is Decision Tree model.
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