Optimizers:

Optimzers or optimization algorithms are helpful in reducing the losses (cost function),improve the speed of learning process and give accurate obtained predication as output.

Types of Optimizers

1. Gradient Descent
2. Adam
3. Stochastic Gradient Descent
4. Adagrad
5. AdaDelta

In the above , only first three are considered and widely used

In all those three, Adam is frequently used than other two in DL.

**Gradient Descent**:

It is basic and most popular optimizer Algorithm , which is mostly used in neural network

It is used to update weight in model and tune parameters used in model to minimize the Loss(Cost Function)

|  |  |
| --- | --- |
| Advantages | Disadvantages |

It is easy to use it stops at minima

It is easy to understand it may take much time if it is working on

large dataset.

It may consume large memory of CPU

Formula for Gradient Descent

**θ=θ−η⋅∇J(θ)**

**where**

where ‘**η’**is the learning rate,’**∇J(θ)’**is the**Gradient** of **Loss function-J(**θ**)**with respect to parameters-‘θ’.

**Stochastic Gradient**

It is a version of Gradient Descent, which updates the model parameters more frequently

It is fast technique, which performs one update at a time.

For example if we have 100 rows ina Dataseet, it will update weight 1000 times in SCG.

|  |  |
| --- | --- |
| Advantages | Disadvantages |
| It is Less time consuming since it has more frequency | Due to frequent updates, parameter updates have high variance, and will keep overshooting due to the frequent fluctuations |
| No need to store the Loss Values (Cost Function). So requires less memory | It reduce the learning rate , in order to get the same convergence |
| it helps us to discover new and possibly better local minima |  |

Formula

**θ=θ−η⋅∇J (θ;x(i);y(i)) ,**

**where {x(i) ,y(i)} are the training examples.**

**Adam**

Adam stands for **Adaptive Moment Estimation.**

Adaptive Moment Estimation (Adam) is another method that computes adaptive learning rates for each parameter.

**Formula**
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First equation represents Mean(first moment)

Second equation represents Varaince of Gradients(Second Moment).

final formula for the Parameter update is —

![](data:image/png;base64,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)

The values for β1 is 0.9 , 0.999 for β2, and (10 x exp(-8)) for ϵ.

**Advantages**

* Adam works well in practice and compares favourably to other adaptive learning-method algorithms
* It converges very fast and the learning speed of the Model is quite fast and efficient.
* It rectifies every problem that is faced in other optimization techniques such as vanishing Learning rate , slow convergence or High variance in the parameter updates which leads to fluctuating Loss function
* Adam was designed to combine the advantages of Adagrad, which works well with sparse gradients, and RMSprop, which works well in on-line settings

**Disadvantages**

* The Cost of Computation is very high.