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摘要：自德国哲学家莱布尼茨于1674年设计了可进行道德规则运算的机器以来，哲学上有关道德机器的讨论已经持续了数百年之久。20世纪以来，随着计算机科学技术的蓬勃发展，道德机器所必需的强大算力已不再是阻碍道德机器实现的难题。在这样的背景下，人工智能（尤其是强人工智能）的道德决策设计方法走出了哲学家的思维，成为了现实生活中亟待解决的问题。本文笔者将以【美】W.瓦拉赫 与【美】C.艾伦所著的《道德机器》为主要依据，讨论有关智能体道德决策设计的Top-down方法与Bottom-up方法的具体可行性，并提出笔者初步设想的可行的决策设计方案。

1. 概述

近期我阅读了【美】W.瓦拉赫 与【美】C.艾伦所著的《道德机器》一书，书中主要讨论了人工智能道德体的道德决策设计问题，令我收获颇丰，对人工智能在现实中的应用有了新的思考与体会，以下是对本书中关于人工智能道德决策设计的Top-down方法的一些介绍与总结。

1. 正文
2. Top-down方法
3. Top-down方法简介

Top-down方法，即自顶向下为AMA构建道德决策规则的方法。这种方法的特点是“自上而下、理论驱动”，设计者为AMA建立一个具有普适性的量化的道德原则或规范体系，使得AMA能够在任何情况下通过在该体系中进行“道德计算”来判别自身的行为是否由规则所允许。Top-down方法的本质是设计一套可以转换为算法（机器指令）的规则，使得有道德的行动在AMA中转化为遵守规范的可计算问题，从而使得AMA可以通过道德规则运算算出在各种情况下的最佳行动。

在计算科学迅速发展的今天，算力已不再是阻碍Top-down方法的主要障碍，这为Top-down方法的具体实现提供了基础。但总的来看，由于道德规则本身的模糊性与不完备性，建立自上而下实现人工道德的进路是十分困难的。后文将具体阐述Top-down方法的特点与不可行性。

1. Top-down方法的优势

在笔者看来，与Bottom-up方法相比Top-down方法最大特点在于可以充分运用机器的算力来进行算法地高准确度运行。一旦AMA的设计者定义好了道德规则向机器指令算法的转换方法，AMA便可以在任何情况下运用算力在极短时间内完成道德计算，进而做出在这种道德规则框架下最为“正确”（合乎规范）的行为。换句话说，Top-down方法的优势在于强可靠性，这种可靠性并不意味用这种方法设计出的AMA永远不会做“错事”，而是说其不会做出逾越设计者规定的道德体系的行为。

这种基于可靠性需要辩证地看待。一方面，这种可靠性保证了AMA行为与设计者设计初衷和意愿的强相关性，这种保守性确保了AMA不会主动做出违背设计者设计意愿的事。另一方面，这种人工设计主导下的AMA，其本身的智能性便有待考量。在笔者看来，这种自上而下设计出的AMA更像是设计者主观意志的执行机器而非具有独立思维能力的“智能体”。但从算法上看，AMA所做的仅仅是收集巨量的时空信息并根据设计者设定好的转化规则进行快速的道德量化计算，最终做出道德正确度最高的行为。而在该过程中AMA并没有完全体现出自身对于道德的理解与考量，只是作为一种高性能计算机器对复杂的输入进行运算并输出相应结果（做出行为），这在本质上与简单非智能化程序的运行并无太大区别，这种设计方法下AMA的智能性主要体现在其能够根据道德准则做出相应行为的能力上。

1. Top-down方法的可行性分析

正如前文所述，与莱布尼茨时代相比，今天算力已不再是阻碍Top-down方法实现的主要障碍，但从理论上看，完全通过这种自顶向下进路实现道德机器仍是不可行的。困难主要体现在道德规则-算法转换函数的设计上，原因主要有以下两方面：道德规则本身的不完备性、人类道德判断的固有歧义性。

在最一般的意义上，自上而下实现人工道德的进路涉及一套可以转换为算法的一组规则。这种规则只是对于需要明确规定或禁止的所有行为的任意集合，即这种规则只是明确了在某些或绝大多数情况下必须做或者必须不做的行为，即道德的“戒律”模式（如黄金法则、摩西十诫等）。显而易见，在现实生活中一些戒律并不适用于某些特定情况，甚至在某些情况下同一道德体系中不同的道德规则之间会发生冲突。概括地说，道德规则本身是不完备的，因为道德体系难以囊括任意时间任意空间中适用的所有道德准则，设计者更不可能将这些“枚举类型”的道德准则转化为算法输送给AMA。

为了解决同一道德体系中的规则冲突问题，哲学家们试图寻找更为普适和抽象的原则，希望AMA能够根据这些概括性原则在具体情况下推导出具体正确的道德原则。概括性原则的选取总体上可以分为功利主义学派和道义论学派。这两种学派的具体观点在此不做赘述，需要明确的是无论是功利主义还是道义论，在它们的概括性规则体系下设计AMA都会遇到难以解决的计算性问题——如何使得AMA在概括性规则的基础上通过算法对千变万化的情境进行道德计算处理。

功利主义主张效果论，认为道德的目的是实现世界“功利”总量的最大化，关注行动所带来的“功利”量。从AMA的角度看，困难在于如何判定不同行为方式的结果以得到某种功利测度结果的最大化——这需要智能体做到预测几乎所有行为可能带来的结果，这使得AMA的计算需求无法被满足。而道义论认为责任是道德的核心，重点关注道德行为的动机而非结果。从AMA的角度看，困难在于如何让AMA具有知道或分析自身行为动机的能力，即在具体情况下知道如何使用规则（或知道如何判定规则）。人类道德的固有歧义性可能使得AMA陷入两难的境地，这种情况下无论AMA做出什么样的行为对道德主体中的某一方都是不符合道义论的，这时AMA可能就无法在既定的道德规则体系下做出适当的行为。
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