自动驾驶调研报告

**摘要**：自动驾驶是未来汽车发展的趋势，具有良好的发展前景。实时准确的检测是保证自动驾驶安全稳定的基础，这包含了许多计算机视觉相关的应用。本文调研了目前主流的目标检测方案，对比不同技术的优缺点，最后总结了未来技术的发展方向。
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# 1 引言

交通是一个国家经济发展的重要基础产业。随着人们生活水平的提高，汽车已经成为人们日常出行的重要交通工具。但是在汽车方便大众的出行的同时，也带来了交通事故数量的居高不下。传统的汽车驾驶者需要集中注意力面对周遭环境的变换，而且疲劳、天气、心理等因素也会影响驾驶者的判断和反应速度，进而产生危险。

作为未来汽车的发展方向，自动驾驶汽车拥有自主判断能力，能较大程度地减少人为失误。同时，自动驾驶汽车能更好的节能减排、减少污染[1]，有良好的应用前景。为了让自动驾驶安全运行，需要对道路上的各种物体进行识别和判断，例如车辆、行人、交通标志、灯光、车道线等。自动驾驶车辆需要对这些做出实时准确的判断。

# 2 调研内容

## 2.1 自动驾驶简述

自动驾驶系统是多种不同技术融合的产物。自动驾驶即通过多种传感器（如摄像头、激光雷达、毫米波雷达、GPS、惯性传感器等）来识别车辆所处的周边环境和状态，并根据所获得的环境信息（包括道路信息、交通信息、车辆位置和障碍物信息等）自主做出分析和判断，从而自主地控制车辆运动，最终实现自动驾驶[2]。

根据车辆的智能性程度，2021年8月20日，工信部批准发布了GB/T 40429-2021《汽车驾驶自动化分级》标准[3]。该标准将自动驾驶划分为L0-L5等级，具体分级标准如表1所示。

目前自动驾驶获取周围环境信息的方式大致分为2类：摄像头、雷达。相对应的处理方式也分为基于深度学习的方式处理摄像头获取的数据和基于激光雷达点云的方式处理雷达获取的数据。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 等级 | 名称 | 定义 | 车辆横向和纵向运动控制 | 目标和事件探测与响应 | 动态驾驶任务接管 | 设计运行条件 |
| L0 | 应急辅助 | 系统不能持续执行动态驾驶任务中的车辆横向或纵向运动控制，但具备持续执行动态驾驶任务中的部分目标和事件探测与响应的能力 | 驾驶员 | 驾驶员+系统 | 驾驶员 | 有限制 |
| L1 | 部分驾驶辅助 | 系统在其设计运行条件下持续地执行动态驾驶任务中的车辆横向或纵向运动控制，且具备与所执行的车辆横向或纵向运动控制相适应的部分目标和事件探测与响应的能力。 | 驾驶员+系统 | 驾驶员+系统 | 驾驶员 | 有限制 |
| L2 | 组合驾驶辅助 | 系统在其设计运行条件下持续地执行动态驾驶任务中的车辆横向和纵向运动控制，且具备与所执行的车辆横向和纵向运动控制相适应的部分目标和事件探测与响应的能力。 | 系统 | 驾驶员+系统 | 驾驶员 | 有限制 |
| L3 | 有条件自动驾驶 | 系统在其设计运行条件下持续地执行全部动态驾驶任务。 | 系统 | 系统 | 动态驾驶任务接管用户（接管后成为驾驶员） | 有限制 |
| L4 | 高度自动驾驶 | 系统在其设计运行条件下持续地执行全部动态驾驶任务并自动执行最小风险策略。 | 系统 | 系统 | 系统 | 有限制 |
| L5 | 全自动驾驶 | 系统在任何可行驶条件下持续地执行全部动态驾驶任务并自动执行最小风险策略。 | 系统 | 系统 | 系统 | 无限制 |

表1《汽车驾驶自动化分级》标准

### 2.2 基于深度学习

### 2.2.1 YOLO算法在自动驾驶的应用

2016年Redmon等人提出YOLO算法[4]，将检测问题转化为回归问题，使用卷积神经网络来直接完成目标类别的判定和边界的预测。真正意义上实现了目标的实时检测，开启了目标检测单阶段算法的新纪元。

### 2.2.1.1 交通标志检测

Zhang等人[5]通过添加新图像和变换图像扩展了中国交通标志数据集（CTSD），形成新的数据集CCTSDB,并在YOLOv2算法网络的中间层采用多个1×1卷积层，在顶层减少卷积层，降低计算复杂度。

Yang等[6]同样选择了CCTSDB数据集，分别使用YOLOv3和YOLOv4训练训练集。通过测试对比为其在数据集测试中IoU的变化，YOLOv4在目标检测方面优于YOLOv3。

Dewi等[7]则使用生成式对抗网络生成训练图片，将合成图像与原始图像相结合，以增强数据集并验证合成数据集的有效性。图像混合后识别性能得到了提升，在 Yolo v3 上mAP(平均精度值)为 84.9%，在 Yolo v4 mAP为 89.33%。

### 2.2.1.2 交通灯检测

Jensen等[8]使用YOLO，检测公共LISA交通灯数据集，该数据集包含大量在不同光照和天气条件下捕获的带标签的交通灯，达到了90%的准确率。

Possatti等[9]使用YOLOv3模型，与智能汽车使用的先验地图相结合，识别预定义路线的相关交通灯。但是数据集分类只考虑了两类对象：红、黄和绿交通灯。通过混合红色和黄色信号灯的方式，克服黄色样品的不足，实现实时的交通信号灯的检测。

### 2.2.1.3 交通车辆检测

叶佳林等[10]在YOLO v3框架下，设计特征融合结构和采用GIOU损失函数，降低非机动车漏检率，提高定位准确度。

Zhou等[11]将毫米波雷达与摄像机信息融合，利用时空同步关联多传感器数据，通过YOLO v2算法实现深度融合对车辆的目标检测识别。

### 2.2.1.4 行人检测

高宗等人[12]在原有的YOLO网络结构中，结合行人在图像中表现出小纵横比的特点，通过聚类选择合适数量和规格的候选帧，改变YOLO网络结构，调整候选帧在X轴和Y轴方向的分布密度，形成适合行人检测的网络结构。该方法将行人检测视为二分类问题，在行人动态变化的检测方面具有较大局限性。

Zhang等[13]的 Caps-YOLO检测模型则基于YOLOv3，该模型采用dense connection代替了原有网络中的shortcut connection，构造了dense block组件，提高了feature map的利用率。采用向量神经元结合动态路由机制来实现该模型的检测功能，降低漏检和误检姿态复杂的行人的概率，在不同的数据集上精度提升1.81%-6.63%不等。

### 2.2.1.5 车道线的检测

Zhang等人[14]构建了一个基于YOLO v3的两阶段学习网络，对YOLO v3算法的结构参数进行了修改，采用自适应边缘检测算法对车道进行重新定位，并将处理的图像作为标签数据用于第二阶段模型的训练，提高复杂场景下车道检测的准确性。

崔文靓等人[15]在原YOLO v3的基础上，利用K-means聚类算法优化网络anchor参数, 并改进YOLOv3算法卷积层结构，使最终结果较原始算法平均检测准确率提升了11%。

### 2.2.2 CycleGAN模型

CycleGAN模型是一种无监督的模型[16]，用于生成训练集。它可以更好的提升模型跨域检测的精度和模型的迁移能力，可以完成从源数据域到目标数据域的风格转换。

CycleGAN模型包含2个生成器网络和2个判别器网络。2个生成器网络的作用是将输入的源数据域、目标数据域中的图像分别得到其对应的合成图像，通过不断地训练生成器使其合成的图像与对应目标域中的真实图像相似度尽可能高，以骗过判别器使其无法区分该图像是合成图还是真实图。

2个判别器网络的作用是将生成器得到的合成图与原数据域中的真实图像区分开，对于真实图像尽可能输出一个较高的分数(接近于1),对于合成图尽可能输出一个较低的分数(接近于0),因此，判别器不会被生成器生成的‘假图’所蒙骗，能够更好地区分真实图和合成图。

### 2.3 基于激光雷达点云

### 2.3.1 单阶段检测算法

单阶段算法指的是从原始的点云中提取特征，使用这些提取的特征直接进行预测并输出结果。这种算法一般来说运行速度快，但是精度欠佳。

### 2.3.1.1 基于体素的检测算法

基本思想是将原始的点云通过变换后通过体素进行表示，之后通过骨干网络对体素进行特征提取。

例如，在VoxelNet[17]网络中，原始的点云数据首先根据点云的(X,Y,Z)坐标被划分为若干体素，对划分后的点云进行特征编码，然后生成对应的特征图，通过在骨干网络中使用3D卷积对特征图进行特征提取，最后3D检测头将根据获得到的特征进行目标预测并生成相应的边界框。

### 2.3.1.2 基于点的检测算法

基本思想是直接使用原始的点云作为网络的输入并提取出点特征，用于目标检测。

3DSSD[18]提出了一种融合采样方法，通过Distance-FPS和Feature-FPS代替了传统的特征传播层从而提高模型的运行效率。之后获得的特征将作为候选生成层的输入，最后使用无锚框检测头生成预测结果。

### 2.3.1.3 基于图的检测算法

Point-GNN[19]网络使用图来表示点云，首先使用体素对点云进行下采样，利用下采样后的点云特征作为节点，通过多层感知机来提取边特征并迭代更新节点的特征，最后利用迭代后获取的点云特征作为检测头的输入来生成检测结果。

### 2.3.2 两阶段检测算法

两阶段检测方法是使用第二阶段的网络从第一阶段生成的区域提案中进行更精确的检测[20]，因此两阶段检测算法也被称为基于区域提案的方法。两阶段检测方法在运行速度上较慢，但是却可以获得相较单阶段检测算法更好的检测性能。

PointVoxel-RCNN[21](PV-RCNN）算法首先将点云划分为若干球形体素，之后使用3D稀疏卷积网络以及基于PointNet[22]的网络来提取点云特征。过3D稀疏卷积网络将体素化的点云通生成多尺度的语义信息，并生成3D目标提议。通过体素集抽象模块将把学习到的体素特征编码为一组关键点。关键点特征将作为输入，来获得更加丰富的信息。这些信息被用于优化之前生成的3D目标提议，提升检测的精确度。

# 3 结语

目前基于神经网络的目标检测技术，主要是从YOLO算法为基础，使用卷积神经网络来直接进行检测和判断。常见的优化方式有修改模型和修改训练集。对于自动驾驶的过程中需要检测的不同物体，有不同的模型进行处理，目标检测的准确率有90%以上，但是处理速度不高，尤其是要对每个模型分别处理一次，没有通用的模型来识别。对于自动驾驶的设备性能有着一定的要求。

基于激光雷达的点云的目标识别技术，分为单阶段和两阶段算法，单阶段的速度快但是精度低，两阶段则是在单阶段的基础上再次进行精确检测。点云包含了物体的深度信息，对比摄像头获取的照片多出了一个维度，获取信息的难度降低。但是点云只包含了离散的数据，相比于照片获取的点的数量更少。

未来自动驾驶的潜在发展方向要结合摄像头和雷达，对大体的情况使用摄像头的方案，对于局部需要精确判断的地方用雷达的方案，将两者结合可以增加自动驾驶的安全性和稳定性。同时也要注意两种方式的判断结果如果相反，那么有一个决策的问题。而且自动驾驶的设备性能对于安全性也有极大的提升。
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