**redis命令解释**

说道Redis的分布式锁都是通过**setNx命令结合getset**来实现的，在讲之前我们先了解下setNx和getset的意思，在redis官网是这样解释的   
注：redis的命令都是原子操作

**SETNX key value(加入没有则设置，有则不设置了)**

将 key 的值设为 value ，当且仅当 key 不存在。   
若给定的 key 已经存在，则 SETNX 不做任何动作。   
SETNX 是『SET if Not eXists』(如果不存在，则 SET)的简写。   
**可用版本：**   
1.0.0+   
**时间复杂度：**   
O(1)   
**返回值：**   
设置成功，返回 1 。   
设置失败，返回 0 。

redis> EXISTS job # job 不存在

(integer) 0

redis> SETNX job "programmer" # job 设置成功

(integer) 1

redis> SETNX job "code-farmer" # 尝试覆盖 job ，失败

(integer) 0

redis> GET job # 没有被覆盖

"programmer"

**GETSET key value（获取旧值再设置新值）**

将给定 key 的值设为 value ，并返回 key 的旧值(old value)。   
当 key 存在但不是字符串类型时，返回一个错误。   
**可用版本：**   
1.0.0+   
**时间复杂度：**   
O(1)   
**返回值：**   
返回给定 key 的旧值。   
当 key 没有旧值时，也即是， key 不存在时，返回 nil 。

redis> GETSET db mongodb # 没有旧值，返回 nil

(nil)

redis> GET db

"mongodb"

redis> GETSET db redis # 返回旧值 mongodb

"mongodb"

redis> GET db

"redis"

**代码示例**

注意：为了让分布式锁的算法更稳键些，持有锁的客户端在解锁之前应该再检查一次自己的锁是否已经超时，再去做DEL操作，因为可能客户端因为某个耗时的操作而挂起，操作完的时候锁因为超时已经被别人获得，这时就不必解锁了。   
我们看下代码涉及以下几个类，这里有关业务逻辑相关的只定义了方法没有具体实现，**关键是学习思路 ，还有里面的红色字体的备注。**  
![这里写图片描述](data:image/png;base64,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)   
OrderBiz.java

/\*\*

\* 使用redis锁来控制并发抢单

\* @author fuyuwei

\*/

public class OrderBiz {

public int createOrder(){

// 下单之前的参数、合法性校验这里就不在演示

OrderLock<Boolean> orderLock = new RedisOrderLock<Boolean>("pro-12345678901");

boolean isSyn = orderLock.isSyn(new OrderLockBiz<Boolean>(){

@Override

public Boolean createOrder() {

// 省去创建订单逻辑

return null;

}

});

if(!isSyn){

BizLogger.info("创建订单失败");

}

return 0;

}

｝

OrderLock.java

public interface OrderLock<T> {

public boolean isSyn(OrderLockBiz<T> orderBiz);

}

OrderLockBiz.java

public interface OrderLockBiz<T> {

public T createOrder();

}

RedisOrderLock.java

public class RedisOrderLock<T> implements OrderLock<T> {

// 锁等待超时，防止线程饥饿，永远没有入锁执行代码的机会

public static final long timeout = 10000;//ms

// 锁持有超时，防止线程在入锁以后，无限的执行下去，让锁无法释放

public static final long expireMsecs = 10000;// ms

public String lockKey = "orderLockKey";

public Jedis jedis;

private static volatile JedisPool jedisPool;

public RedisOrderLock(String lockKey) {

this.lockKey = lockKey;

}

/\*\*

\* 初始化redis

\* @return

\*/

public Jedis getInstance() {

if(jedisPool == null) {

synchronized(RedisOrderLock.class) {

if(jedisPool == null) {

JedisPoolConfig config = new JedisPoolConfig();

config.setMaxIdle(100);

jedisPool = new JedisPool(config,"localhost",6379, 3000,"test");

}

}

}

return jedisPool.getResource();

}

/\*\*

\* 线程安全的业务逻辑处理

\*/

@Override

public boolean isSyn(OrderLockBiz<T> orderBiz) {

jedis = this.getInstance();

try {

// 获取到锁

if(acquire(jedis)){

// 执行创建订单逻辑

orderBiz.createOrder();

}else{

BizLogger.info("waiting other thread creating");

}

} catch (Exception e) {

BizLogger.error(e,"acquire lock failre");

}finally{

// 解锁

this.releaseLock(jedis);

}

return false;

}

/\*\*

\* accqure lock

\* @param jedis

\* @return

\* @throws InterruptedException

\*/

public synchronized boolean acquire(Jedis jedis){

boolean locked = false;

while(timeout > 0){

long expires = System.currentTimeMillis() + expireMsecs + 1;

// 10秒之后锁到期

String expiresStr = String.valueOf(expires);

**// 获取到锁**

if(jedis.setnx(lockKey, expiresStr) == 1){

locked = true;

return locked;

}

**// 没有获取到锁，获得old**

String oldValue = jedis.get(lockKey);

**// expireMsecs（10秒）锁的有效期内无法进入if判断，如果锁超时了**

if(oldValue != null

&& Long.parseLong(oldValue) < System.currentTimeMillis()){

**// 如果锁超时重新设置（则在这可以获得新锁）**

String oldValue\_ = jedis.getSet(lockKey, expiresStr);

**// 值相同说明是同一个线程的操作，获取锁成功（把redis里的锁头set为新值，但是get还是得到旧值。所以可以对比，比如A先设置，则取到旧的，设置A的，若B在A后面，则B设置了，但是去到A的值，所以可以做下面的判断。取到旧的才是取得锁头成功。）**

if(Long.valueOf(oldValue\_) == Long.valueOf(oldValue)){

locked = true;

}else{

// 被其他线程抢先获取锁

locked = false;

}

}

// 锁没有超时，继续等待

return false;

}

}

/\*\*

\* 释放锁

\* @param jedis

\*/

public synchronized void releaseLock(Jedis jedis){

try {

long current = System.currentTimeMillis();

// 避免删除非自己获取得到的锁

if (current < Long.valueOf(jedis.get(lockKey)))

jedis.del(lockKey);

} catch (Exception e) {

e.printStackTrace();

}finally{

// 把用完的连接放到连接池汇中供其他线程调用

jedisPool.returnResource(jedis);

}

}

}

但是原先会有这种问题：

1. 由于是客户端自己生成过期时间，所以需要强制要求分布式下每个客户端的时间必须同步。 2. 当锁过期的时候，如果多个客户端同时执行jedis.getSet()方法，那么虽然最终只有一个客户端可以加锁，但是这个客户端的锁的过期时间可能被其他客户端覆盖。

3. 锁不具备拥有者标识，即任何客户端都可以解锁。

public class RedisTool {

private static final String LOCK\_SUCCESS = "OK";

private static final String SET\_IF\_NOT\_EXIST = "NX";

private static final String SET\_WITH\_EXPIRE\_TIME = "PX";

/\*\*

\* 尝试获取分布式锁

\* @param jedis Redis客户端

\* @param lockKey 锁

\* @param requestId 请求标识

\* @param expireTime 超期时间

\* @return 是否获取成功

\*/

public static boolean tryGetDistributedLock(Jedis jedis, String lockKey, String requestId, int expireTime) {

String result = jedis.set(lockKey, requestId, SET\_IF\_NOT\_EXIST, SET\_WITH\_EXPIRE\_TIME, expireTime);

if (LOCK\_SUCCESS.equals(result)) {

return true;

}

return false;

}

}
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可以看到，我们加锁就一行代码：jedis.set(String key, String value, String nxxx, String expx, int time)，这个set()方法一共有五个形参：

* 第一个为key，我们使用key来当锁，因为key是唯一的。
* 第二个为value，我们传的是requestId（userid），很多童鞋可能不明白，有key作为锁不就够了吗，为什么还要用到value？原因就是我们在上面讲到可靠性时，分布式锁要满足第四个条件解铃还须系铃人，通过给value赋值为requestId，我们就知道这把锁是哪个请求加的了，在解锁的时候就可以有依据。requestId可以使用UUID.randomUUID().toString()方法生成。
* 第三个为nxxx，这个参数我们填的是NX，意思是SET IF NOT EXIST，即当key不存在时，我们进行set操作；若key已经存在，则不做任何操作；
* 第四个为expx，这个参数我们传的是PX，意思是我们要给这个key加一个过期的设置，具体时间由第五个参数决定。
* 第五个为time，与第四个参数相呼应，代表key的过期时间。

总的来说，执行上面的set()方法就只会导致两种结果：1. 当前没有锁（key不存在），那么就进行加锁操作，**并对锁设置个有效期，同时value表示加锁的客户端。(解决问题1，2)**2. 已有锁存在，不做任何操作。

1. 用set： key为productid，value为userid，设置过期时间。解决要求客户端时间一样和getset问题**。(解决问题1，2)**
2. 解锁要先验证userid，如果不是，则业务回滚；如果是，则解锁；即谁去解锁，要它的锁才能给他解，防止很多客户端都可以解锁，使用这种方式释放锁可以避免别的客户端获取成功的锁被删除。**(解决问题3，4)（这个有点类似CAS操作。）**

举个例子：客户端A取得资源锁，但是紧接着被一个其他操作阻塞了，当客户端A运行完毕其他操作后要释放锁时，原来的锁早已超时并且被Redis自动释放，并且在这期间资源锁又被客户端B再次获取到。如果仅使用DEL命令将key删除，那么这种情况就会把客户端B的锁给删除掉。

附（原来的3个问题）

1. 由于是客户端自己生成过期时间，所以需要强制要求分布式下每个客户端的时间必须同步。 2. 当锁过期的时候，如果多个客户端同时执行jedis.getSet()方法，那么虽然最终只有一个客户端可以加锁，但是这个客户端的锁的过期时间可能被其他客户端覆盖。

3. 锁不具备拥有者标识，即任何客户端都可以解锁。

4. 关于过期时间的设置，如果时间设置得太短。有可能某线程挂起导致锁过期了没有锁，还导致线程成功操作后。

残留的未解决的问题：公平性和过期时间的设置。

* 1. 使用一个消息队列，像IO多路复用那种思想可以解决公平性；
  2. 可以使用zookeeper解决；在底层，给每个线程分节点ID，从小排序到大。

过期时间长度，需要怎么权衡，暂时还没有想到。