Prediction of Salary based on Social Media Data

Introduction

The aim of this project is to find a way to predict the salary of individuals in the UK based on the data accessible via APIs provided by social media such as Facebook and LinkedIn. The idea is first to predict salaries using job offer description (with features like “title”, “skills” ...) and then to link the data obtained via the social media to the job description. The job offer descriptions dataset was built from job ads found on the recruitment website reed.co.uk.

The products that will be generated are a predictive model of salary based on job offer description and a way to connect information provided by social media to features of this job offer. The several stages of the research will be:

* Clean of the dataset containing features for job description and job salary
* Build the best predictive model
* Analysis of the data that can be obtained from Social Media
* Find a way to link Social Media data to job description data

The research question for this project is:

How can I predict the salary of an individual using Social Media data?

The principal beneficiaries of this work would be:

* Insurance companies: the customers will be able to fill quicker online questionnaires using a connection via social media such as LinkedIn. It will also help them to figure out the market worth of different kind of positions.
* Bank and Insurance companies which can improve their current income prediction models.
* Recruitment websites such as Glassdoor, Reed, Indeed …

Critical context

The use of salary prediction

Few salary prediction models have been built to serve different purposes. The first to undertake this kind of prediction was Adzuna, a company that predicts the salary of an individual using the data contained in his CV. This application allows users to have an estimation of the salary they can expect when applying for jobs. Job prediction also helps employers to figure out and have an overview of the market worth [1]. In [2], salary prediction was also used to figure out the salary of graduate students. The objective of this study was to motivate students to work harder, knowing that a well-paid job may await them after they graduate. This can help recruitment website to improve the experience of users searching jobs, and help employers and job seekers to have a better understanding of the market worth.

Salary is also considered as an important factor to determine success in life [3]. It is then a relevant factor used in Bank, Insurance and Pension industry to calculate several types of risks, for instance: financial risk for insurances and credit risk for banks. The value of individuals salary also helps pension actuaries to establish pension plans for their customers [4]. It also helps these institutions to target which product should be proposed to specific individuals. However, it is difficult for these financial institutions to figure out the incomes of their customers due to the fact that these ones rarely share this information [4]. Hence, these financial institutions build models to predict incomes of their customers using the data they have on him, in the objective of optimizing their decision-making systems.

Previous works

To build their system, Adzuna has begun by launching a Kaggle competition in which participants had to build a regression model to predict job salaries. The dataset used was based on job ads in the UK taken from recruitment websites [5]. The 6 features of the dataset provide details on the jobs like “Full description”, “Location” or “Title”. Some participants have shared their code online with GitHub. All of them have used Random Forest algorithm to obtain their best accuracy.

P. Khongchai and P. Songmuang [6] have built a system to help students to predict their salary when they will graduate. The system was built using profiles of former students as training set, using several independent features like “Gender”, “Faculty” and “Program”. The predictive variable was a categorical variable with four levels as classes, each one being an interval of the salary. The authors then compared results with different methods and the best accuracy was found with Random Forest.

Liu et al. [7] have built a Bayesian Regression model to figure out the influence of factors like gender, race education, gifted or non-gifted student on yearly income in the US. The dataset used was built from a survey on 4 years where “subjects were nationally representatively sampled eighth-grade students”.

Kibekbaev and Duman [8] have compared a mix of 16 linear and non-linear regression techniques on real-life dataset to predict bank customers incomes.

Social Media, a source of new information

Social Media offers a huge amount of data about users, their behavior, their social interactions [9]. All this data is an incredible source of information about individuals and society in general which proved to have a great predictive power in various areas such as disease outbreaks, product sales, stock exchange prices and elections outcomes ([10], [11], [12]). Hence, social media can be an efficient indicator of real-world performance and individual’s behavior. Several kinds of information on an individual can be easily extracted from Social Media: his employer from LinkedIn, his age from Facebook, his gender, his likes on Facebook and follows on LinkedIn…Moreover, Social Media are very popular and an incredible number of people are active members (140 million on Twitter, 2 Billion on Facebook). However, for now, no study was focused on how to predict incomes with Social Media Data.

Unsupervised Learning

The data that can be found on Social Media and on job adds is very sparse and messy, especially when it is text data. We will then need to use unsupervised learning algorithms in order to build another representation of the data. Hence, unsupervised learning is used to find patterns in unstructured data by clustering it or by reducing the dimension [13].

Transformation of text data into numerical data

Most of the data available on Social Media and on job offers are text. Text data is quite complicated to handle in its initial form, due to the diversity of the vocabulary and mistakes and punctuations that can be irrelevant for the study [14]. We hence need to transform it into numerical data to be able to use it for modelisations and predictions. The first step is to filter the text(s) from all punctuations and elements not desired. We first tokenize the text: we transform the whole text into tokens of strings. The tokens are generally words, they can also be smileys. Then, we filter the tokens by deleting the tokens not relevant: punctuations, prepositions and articles words (the, in, on …), numbers and other kinds of irrelevant words [15]. Depending on the context, the filter can change, for instance, some might prefer to keep punctuations to identify smileys.

Then, we have to assign a unique identifier to each word, that is called indexing. However, instead of doing so for each unique word, we give the same index to words sharing a common meaning. For instance, “consult”, will be what we call the stem for “consultant”, “consultancy”, “consulting”… This process is called stemming.

Finally, we calculate the term-document matrix, in which each element is the multiplication of the frequency of the term i in the document j with the inverse document frequency. The inverse document frequency of the term i is defined by the formula where N is the total number of documents in the corpus and is the number of documents in which the term i appears.

LSA for dimension reduction with text data

Latent Semantic Analysis is a method used to reduce the dimension of the term-document matrix described just before, by reducing the number of terms. Using the Singular-value decomposition, it computes components that reflect the patterns of the data [16], and hence ignore the smaller, less important influences. Then, if a word did not appear in a document but yet have an influence because the significance of this word end up close, the LSA will highlight it.

K-means clustering

The objective of the K-means clustering algorithm is divide a dataset of M points and N dimensions into K clusters, and so to find K clusters for the M data points [18]. To do so, the algorithm finds k data points, called centers, by minimizing the mean squared distance from each data point to its closest center [17]. The data points are then clustered around their nearest center.

Regression algorithms

Regression algorithms allow to predict continuous values like temperature, incomes, GDP… using other known features. Several machine learning algorithms have been conceived to serve this purpose.

Linear regression

The linear regression method consists on trying to find the best linear function of the form

that allows to predict the Y using the independent variables ) [19]. The best function is the one that minimizes the error between the predict values and the actual values. This method is very efficient if we have a linear relation between the independent features and the predictable variable.

Methods based on decision trees

Decision trees regression

A simple definition of the decision tree would be “it is an analysis diagram, which can help decision makers to decide which is the best option between different options, by projecting possible outcomes. The decision tree, gives the decision maker an overview of the multiple stages by that will follow each possible decision” [21]. The goal of a decision tree regression is to explain a continuous value Y from other n discrete or continuous values (k Є [|1,n|]). To do so, let say that we have m individuals/observations. The principle is to partition individuals by creating groups as much homogeneous as possible from the point of view of the target value, taking into account a hierarchy of the predictive capacity of the variables considered. This hierarchy allows to visualize results in a tree and to build explanatory rules.

Random Forest algorithm

The principal issue of a decision tree is its strong dependence with the sample, which means that it does not generalize well. To tackle this issue, the random forest algorithm builds several independent decision trees, using randomly selected samples of variables and individuals [20]. All the trees built are then put together. In a regression problem, it then takes the average of the trees to get predictions from new data. The advantages of this algorithm are that it does not overfit, the computation time is reasonable and it can handle thousands of predictors and hence it can handle noise [22]. This algorithm also provides a ranking of variables importance.

Gradient Boosting algorithm

The gradient boosting algorithm has a different approach from that of random forest. The trees are connected like series in such way that when a tree is built, it tries to improve the results of the tree that was built previously. Each iteration tries to correct the error of the previous iteration by “fitting a simple parameterized function (base learner) to current “pseudo”-residuals by least squares at each iteration” [23]. At the end, we get a linear combination of all the trees, and the ones with the lowest error are overweight.

Artificial Neural Networks

Haykin [24] has defined Artificial Neural Networks as follow: “A neural network is a massively parallel distributed processor made up of simple processing units, which has a natural propensity for storing experiential knowledge and making it available for use. It resembles the brain in two respects:

1. Knowledge is acquired by the network from its environment through a learning process.
2. Interneuron connection strength, known as synaptic weights, are used to store the acquired knowledge.”

The artificial neural network is organized in layers of neurons. Each neuron in the network receives an input signal, processes this signal and then sends an output signal. The first layer is the input layer. Each node receives a vector containing a feature predictor values and these nodes are connected to the nodes of the next layers with synaptic weighted links.

Approaches: Methods & Tools for Analysis and Evaluation

Description of dataset

Cleansing of Dataset

Implementation of Regression Model

Evaluation and Comparisons

Analysis of Social Media Data

Linking Social Media Data with dataset
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