Thank you for submitting your contribution.

According to the reviewers' recommendations, I think major revisions are required for this paper.

The reviewer A's evaluation is "Reject (D)".

The reviewer B's evaluation is "Rereview after major revision (C)".

Especially, both of reviewers cannot confirm your study's originality. You should specify it.

Please revise the paper, addressing the issues raised by the reviewers carefully.

------------------------------------------

Reviewer A

This paper proposes a particle swarm optimization (PSO) method with genetic algorithm (GA) used dynamic inertia weight, sigmoid function for changing probability of crossover and mutation properly.

I am interested in this study. However, this paper has very difficult problem to improve. I think this paper needs to be radically rewritten. Reasons are as follows:

Creativity:

Some study introduce a PSO with GA. Dynamic adjustment of variables is one of common improvement technique. Using sigmoid function is common way for adjusting variable parameters. Even based on the explanations given in the paper, I consider them to have low creativity.

Originality:

The idea of using the PSO with GA for 3D path planning for UAVs has already been published in the following paper.

B. Abhishek et al. "Hybrid PSO-HSA and PSO-GA algorithm for 3D path planning in autonomous UAVs", https://doi.org/10.1007/s42452-020-03498-0

Other proposed methods are more common and less original.

Usefulness:

I cannot judge the usefulness of these experiments. There is only one path experiment and the mountains' positions are monotonous. Reader probably do not accept the results as a universal unless you can show us the results of an experiment with multiple placement and complicated patterns.

In addition, some methods such as Refs (3), (5), (7), and (9) for improving PSO have been proposed. These references are mentioned but not compared with this study. I also cannot judge whether proposed method is important in general because this method has not been compared with these methods which have been shown to be superior to PSO.

If you have an opportunity to revise this paper, please refer the following comments. I hope this research to become better.

Chapter 1:

The references do not constitute a flow. Please do the following in order to clarify the main theme and focus of this study.

(1)Delete references which are little relevant to this study, such as the A\* algorithm.

(2)Add a paper proposing a hybrid of PSO and GA.

(3)Please specify the question of prior research.

(4)Specify the focus and the policy that will lead to solve this problem.

Chapter 3:

Existing method and proposed one are described simultaneously. This makes it difficult to understand what is the proposed method. You should separate them into other chapters.

In Section 3.1 and 3.2, Several important variables (pbest\_i, gbest\_i, x\_i, y\_i) are not mentioned. Explain them.

Fig. 1 has small and blurred text. You should remake it with bigger characters and as a vector type figure.

Chapter 4:

Fig. 6 is an inappropriate figure.Experimental data were obtained from repetitions of the same experiment. Thus, their averages and variations are important. I think that box and whisker plot is better for example.

------------------------------------------

Reviewer B

This paper proposed an improved particle swarm optimization (PSO) and applied in three-dimensional path planning of UAV. The proposed method is the PSO algorithm introduced to the following several ideas: improved operations (crossover/mutation/selection) in real-coded genetic algorithm (GA) and inertia weight parameter tuning. Moreover, the paper built a three-dimensional environment model for the problem and constructed a fitness function based on obstacles and path lengths. Finally, it is verified that the obtained path of the proposed method is superior to that of conventional PSO and GA by solving the problem through numerical simulations.

It provides an interesting observation and data, but I think it still needs a considerable and major revision to be acceptable for publication in terms of originality or usability.

From this reason, the judgement is "C" (major revision). It should be revised according to following major comments and improved as necessary.

# [major comments]

## major comment1 (General)

What is the main purpose or motivation of this paper? I guess the existing studies [2]-[13] or this paper only apply an improved algorithm in 3D path planning of UAV and belong to the same category. Nevertheless, there are no research subject and motivation of this category in the current manuscript. If the authors think the subject is for PSO to be trapped into a local minima in the path planning, the existing studies [2]-[13] may have solved it to some extent.

Overall, please describe and clarify the research subject for 3D path planning of UAV or motivation of this paper comparing to the existing studies.

## major comment2 (General)

What is the originality of this paper? There is no contention about the originality in the current manuscript; for example, problem formulation, applied algorithm, or gained path. To my understanding, the main originality may be the proposed PSO to overcome a multimodality of the objective function in the path planning. If the above understanding is correct, this paper should point out the essential difference between the proposed PSO and other algorithms in existing studies.

Overall, please describe and clarify the originality of this paper comparing to existing studies.

## major comment3 (General)

The references are very selective from the viewpoint of algorithm for path planning and not enough assuming situation/applicability to real case. To show the research widely subjects about UAV path planning citing some exhaustive review papers, experiment suitable numerical simulation, and explain applicability for them is beneficial for the readers. For example, the review paper [21] says "Currently, there is growing interest in increasing vehicle autonomy by developing guidance systems that are able to tackle several operational events without operator intervention." Increasing researches for assuming dynamic and more complicated environment are written in the review papers [22,23].

Overall, describe and clarify the author's opinion for real case; for example, whether or not the proposed PSO is applicable and effective to dynamic and complicated environment, or the future work is extension to such problems.

## major comment4 (p2, Chapter2)

The formulas constituting the optimization problem for path planning are written in disparate parts of the current manuscript such as equations (7) and (9), and the problem to be dealt with finally is unclear. To my understanding, the objective function $f: \mathbb{R}^N \rightarrow \mathbb{R}$ is the path length of UAV, the constraint condition is the lower/upper limit of path's height, and the design variable $q \in \mathbb{R}^N$ is the each segment position at the spline curve, basically. Moreover, if the start position (x\_1, y\_1, z\_1) and goal position (x\_n, y\_n, z\_n) are given before calculation, constraint conditions that variables (x\_1, y\_1, z\_1, x\_n, y\_n, z\_n) are fixed to the start or goal position should be added to the problem.

Please clarify the optimization problem consisted of the objective function, the constraint condition, and the design variables such as the following example:

[the following formulations written by LaTeX style]

~~~~~~~~~~~~

minimize\_{q\in \mathbb{R}^N}

f(q) = \rho \sqrt{\sum\_[i=1,n-1] (x\_{i+1}-x\_i)^2+(y\_{i+1}-y\_i)^2+(z\_{i+1}-z\_i)^2}

subj.to z\_{min} \le z\_i \le z\_{max}; i=1,â¦,n

q = [x\_1, x\_2,... , x\_n, y\_1, y\_2,... , y\_n, z\_1, z\_2,... , z\_n]

, where $n$ is a number of segments, $N$ is the dimension of the search space and determined by $N=3n$,

and $\rho$ is the barrier coefficient. If $L\_{min}<L\_d$, $\rho=k$; otherwise, $\rho=1$.

~~~~~~~~~~~~

## major comment5 (p3, Chapter3)

The proposed PSO consists on the several ideas. If the authors think a difficulty to solve the path planning is the multimodality, an effectiveness of each idea should be shown. However, there is no numerical simulation's result to support usability of their ideas in the manuscript.

Please show a necessary to combination of their ideas for the path planning comparing to algorithms with only each idea; for example, PSO with inertia weight parameter tuning and GA with improved operations (crossover/mutation/selection).

## major comment6 (p3, Chapter3)

The upper/lower limit of height is formulated by equation (13) as the constraint condition. However, there is no an explanation of constraint handling technique; for example, search points outside the limit are projected to the nearest neighbor limit at each solution update. Please write the constraint handling technique used in algorithm section.

And, is there no an upper / lower limit of the x and y-axes? If there are other constraints, show all of them.

## major comment7 (p4, Chapter4)

The current manuscript shows the performance of the proposed PSO is superior to the classic GA and PSO in the path planning, but comparing them is questionable. In metaheuristic algorithm's field, CMA-ES[24,25] / SHADE[26,27] are known as novel algorithm and far superior to the classic GA and PSO in many benchmark problems including multimodality function. The fact is shown as several papers or the competition Black-Box Optimization Benchmarking held at top international conferences IEEE CEC and ACM GECCO[28]. If the authors think a difficulty to solve the path planning is the multimodality, CMA-ES / SHADE based algorithms are also expected to show high performance in the path planning. Based on the fact, this paper should provide a reason why just comparing to the classic GA and PSO is enough, or compare the performance / feature of the proposed PSO and either CMA-ES / SHADE based algorithms.

Overall, please check whether compared methods are appropriate to support usability of the proposed PSO, and provide an additional simulation results / the above references as needed.

# [minor comments]

## minor comment1 (General)

The symbols are different in each equation or section, but only one meaning should be assigned to each symbol. Please unify (at least) the following symbols in order for the readers to understand and reproduce.

- the total number of mountain peaks and index of curve segment: "n" in equation (2) and "the n-th degree B curve segment" in equations (3) and (4)

- Iteration counter in algorithm: "Iter" in equation (10), "t" in equations (5) and (6), or "i-th generation" in equations (11) and (12)

- UAV coordinate position in 3D environment model and design variable: "x, y, and z" in equations (1), (2), (3), and (7); "x\_ij" in equations (5), (6)

- Probability and vertex: "P\_i" in equation (3), "p" in section 3.4, "P\_c, P\_m" in equations (11), (12), Table 1 (including lowercase or uppercase letter)

- Constants in 3D environment model, the barrier coefficient, and fitness: "f" in equations (1) and (8); and "f\_ibest and f\_iave" in equations (11), (12)

- Multiple of expansion and chromosome length in GA: "k" in equation (9) and Table 1

## minor comment2 (General)

Some English expressions are misspelled and not easily comprehensible.

In particular, my recommends revising the following expressions.

- p1, left column: "local optima.Xie and Kong" should have a space.

- p1, right column: "usability of the method.Pan" should have a space.

- p2, left column: "a, b, c, d, e, f, and g" should be italic style in "a, b, c, d, e, f, and g are constants...".

- p2, left column: "n" should be italic style in "where n represents the total number of mountain peaks,...".

- p4, Table 1: "M, N, c1, c2" should be italic style.

- "improved PSO" in sentence, "Improved Algorithms" in Fig.5, "Improve Algorithms" in Fig.6, and "Improve Algorithm" in Fig. 2 and Table 2 should be unified.

- p5, right column: "PSO algorithm andGA algorithm by MATLAB." should have a space.

## minor comment3 (p2, equation (8))

I understand equation (8) occurs a penalty effect to avoid for UAV and obstacle being too close. Lmin is the shortest distance between UAV coordinate position and peak position in 3D environment, but how is it calculated? To my understanding, after all distances between UAV positions on each path segment and peaks are calculated during search process, Lmin may be the shortest distance of them. If the above understanding is correct, the amount of calculation is high dependence on the number of segments and peaks. Moreover, the numerical simulation assumes the static environment (start, destination, and obstacle position) is known, but how is Lmin calculation in practical application? Please add how to calculate Lmin in numerical simulation of this paper and show the author's opinion about Lmin in practical application.

## minor comment4 (p2, chapter3)

Chapter 3 shows the proposed PSO's algorithm, but 3.3 and 3.6 sections show the optimization problem's formulation. Therefore, I think it is better to add a new section; for example, "2.3 optimization problem for path planning".

## minor comment5 (p4, Chapter4)

There is no an explanation of the following conditions in numerical simulation. Please clarify them.

- The number of peaks (7 peaks in section 4.1 and 10 peaks in section 4.2 to my understanding)

- The dimension of the search space

## minor comment6 (p5, Figure6)

Figure 6 shows the performance of the proposed PSO is more stable and superior to the classic GA and PSO in the path planning although the landscape of obstacles changes randomly. In general, the result means the relationship between the randomness and performance of metaheuristic algorithm. In this case, the box-and-whisker plot comparing statistical distribution of performance (average/standard deviation/max/min) and error bar (the x-axis label is each algorithm and the y-axis label is each statistic) are better than the current figure in Figure 6.
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