## Machine Learning Project Assignment

## Weight lifting exercise - Predict if exercises are done correctly

**Background** Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement - a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geeks. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, your goal will be to use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbell lifts correctly and incorrectly in 5 different ways. More information is available from the website here: <http://groupware.les.inf.puc-rio.br/har> (see the section on the Weight Lifting Exercise Dataset).

The training data for this project are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv>

The test data are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv>

**Refernce** Ugulino, W.; Cardador, D.; Vega, K.; Velloso, E.; Milidiu, R.; Fuks, H. Wearable Computing: Accelerometers' Data Classification of Body Postures and Movements. Proceedings of 21st Brazilian Symposium on Artificial Intelligence. Advances in Artificial Intelligence - SBIA 2012. In: Lecture Notes in Computer Science. pp. 52-61. Curitiba, PR: Springer Berlin / Heidelberg, 2012. ISBN 978-3-642-34458-9. DOI: 10.1007/978-3-642-34459-6\_6. <http://groupware.les.inf.puc-rio.br/work.jsf?p1=10335>

**Objective** Develop a prediction model using the training data set to predict Classe.

**Loading & Exploring Data**

# Loading libraries & enable parallel processing  
library(caret);library(gbm);library(randomForest);library(doParallel)  
set.seed(12345)  
cl <- makeCluster(detectCores());registerDoParallel(cl)

training.rd <- read.csv("C:/Users/Werner/Documents/rcourse/pml01/pmldata/pml-training.csv")  
testing.rd <- read.csv("C:/Users/Werner/Documents/rcourse/pml01/pmldata/pml-testing.csv")

dim(training.rd);dim(testing.rd);

## [1] 19622 160

## [1] 20 160

With 19622 rows and 160 columns the training data set is huge. Using commands like View(training.rd) and edit(training.rd) the need for cleaning data is obvious (empty columns, NA columns). Also columns 1 to 7 are not related to measurements. Not related columns and NA columns are eliminated. In case I have trouble to develop a very predictive model I would come back to the data cleaning activities. As the number of columns is huge I also use nearZeroVar(t) to eliminate columns with small variances.

t<- training.rd[,!sapply(training.rd,function(x) any(is.na(x)))]  
t <- t[,-c(1:7)]  
nvar <- nearZeroVar(t)  
tm <- t[,-nvar]; dim(tm)

## [1] 19622 53

**Test & Validation Data** The 19622 rows are splitted. 13737 rows are used to develop the model, 5885 rows are kept aside to validate the model(s)

# create training set indexes with 70% of data  
inTrain <- createDataPartition(y=tm$classe,p=0.70, list=FALSE)  
training.dt <- tm[inTrain,]  
val.dt <- tm[-inTrain,]  
dim(training.dt); dim(val.dt)

## [1] 13737 53

## [1] 5885 53

**Model Development** As we have a classification problem (5 classes) a very popular and accurate method is random forest tree (RF) along with boosting. The 2nd method is therefore is gradient boosting (GBM). As RF showed very accurate prediction with default values it was the model of choice. I tried to improve th default RF model but was not able to improve it with mtry.

tuneRF(training.dt[,-53], training.dt[,53])

## mtry = 7 OOB error = 0.7%   
## Searching left ...  
## mtry = 4 OOB error = 0.94%   
## -0.34375 0.05   
## Searching right ...  
## mtry = 14 OOB error = 0.75%   
## -0.07291667 0.05

![](data:image/png;base64,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)

## mtry OOBError  
## 4.OOB 4 0.009390697  
## 7.OOB 7 0.006988425  
## 14.OOB 14 0.007497998

f1 <- randomForest(classe ~ ., data = training.dt)   
f2 <- train(classe ~ ., data = training.dt,method="gbm",verbose=FALSE)   
f3 <- randomForest(classe ~ ., data = training.dt, mtry=7)

**Model Validation** The 3 models are tested against the training data set and the validation training set

pred.t1 <- predict(f1, training.dt)   
c.t1<- confusionMatrix(training.dt$classe,pred.t1)  
  
pred.t2 <- predict(f2, training.dt)  
c.t2<- confusionMatrix(training.dt$classe,pred.t2)  
  
pred.t3 <- pred.t3 <- predict(f3, training.dt)   
c.t3 <- confusionMatrix(training.dt$classe,pred.t3)  
  
pred.v1 <- predict(f1, val.dt)   
c.v1 <- confusionMatrix(val.dt$classe,pred.v1)  
  
pred.v2 <- predict(f2, val.dt)   
c.v2<- confusionMatrix(val.dt$classe,pred.v2)  
  
pred.v3 <- predict(f3, val.dt)   
c.v3 <- confusionMatrix(val.dt$classe,pred.v3)

**Print Validation for Training Data Set**

c.t1; c.t2;c.t3

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 3906 0 0 0 0  
## B 0 2658 0 0 0  
## C 0 0 2396 0 0  
## D 0 0 0 2252 0  
## E 0 0 0 0 2525  
##   
## Overall Statistics  
##   
## Accuracy : 1   
## 95% CI : (0.9997, 1)  
## No Information Rate : 0.2843   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Specificity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Pos Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Neg Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Balanced Accuracy 1.0000 1.0000 1.0000 1.0000 1.0000

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 3874 20 7 3 2  
## B 58 2561 39 0 0  
## C 0 58 2319 18 1  
## D 0 6 57 2177 12  
## E 2 14 18 25 2466  
##   
## Overall Statistics  
##   
## Accuracy : 0.9752   
## 95% CI : (0.9725, 0.9778)  
## No Information Rate : 0.2864   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9687   
## Mcnemar's Test P-Value : 1.878e-15   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9847 0.9631 0.9504 0.9793 0.9940  
## Specificity 0.9967 0.9912 0.9932 0.9935 0.9948  
## Pos Pred Value 0.9918 0.9635 0.9679 0.9667 0.9766  
## Neg Pred Value 0.9939 0.9912 0.9893 0.9960 0.9987  
## Prevalence 0.2864 0.1936 0.1776 0.1618 0.1806  
## Detection Rate 0.2820 0.1864 0.1688 0.1585 0.1795  
## Detection Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Balanced Accuracy 0.9907 0.9772 0.9718 0.9864 0.9944

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 3906 0 0 0 0  
## B 0 2658 0 0 0  
## C 0 0 2396 0 0  
## D 0 0 0 2252 0  
## E 0 0 0 0 2525  
##   
## Overall Statistics  
##   
## Accuracy : 1   
## 95% CI : (0.9997, 1)  
## No Information Rate : 0.2843   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 1   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Specificity 1.0000 1.0000 1.0000 1.0000 1.0000  
## Pos Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Neg Pred Value 1.0000 1.0000 1.0000 1.0000 1.0000  
## Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2843 0.1935 0.1744 0.1639 0.1838  
## Detection Prevalence 0.2843 0.1935 0.1744 0.1639 0.1838  
## Balanced Accuracy 1.0000 1.0000 1.0000 1.0000 1.0000

**Print Validation for Validation Data Set**

c.v1; c.v2;c.v3

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1673 1 0 0 0  
## B 10 1126 3 0 0  
## C 0 9 1017 0 0  
## D 0 0 14 950 0  
## E 0 0 0 5 1077  
##   
## Overall Statistics  
##   
## Accuracy : 0.9929   
## 95% CI : (0.9904, 0.9949)  
## No Information Rate : 0.286   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.991   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9941 0.9912 0.9836 0.9948 1.0000  
## Specificity 0.9998 0.9973 0.9981 0.9972 0.9990  
## Pos Pred Value 0.9994 0.9886 0.9912 0.9855 0.9954  
## Neg Pred Value 0.9976 0.9979 0.9965 0.9990 1.0000  
## Prevalence 0.2860 0.1930 0.1757 0.1623 0.1830  
## Detection Rate 0.2843 0.1913 0.1728 0.1614 0.1830  
## Detection Prevalence 0.2845 0.1935 0.1743 0.1638 0.1839  
## Balanced Accuracy 0.9969 0.9942 0.9909 0.9960 0.9995

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1647 15 5 5 2  
## B 41 1065 31 2 0  
## C 0 37 969 18 2  
## D 1 4 35 913 11  
## E 2 16 6 23 1035  
##   
## Overall Statistics  
##   
## Accuracy : 0.9565   
## 95% CI : (0.951, 0.9616)  
## No Information Rate : 0.2873   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.945   
## Mcnemar's Test P-Value : 4.776e-07   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9740 0.9367 0.9264 0.9501 0.9857  
## Specificity 0.9936 0.9844 0.9882 0.9896 0.9903  
## Pos Pred Value 0.9839 0.9350 0.9444 0.9471 0.9566  
## Neg Pred Value 0.9896 0.9848 0.9842 0.9902 0.9969  
## Prevalence 0.2873 0.1932 0.1777 0.1633 0.1784  
## Detection Rate 0.2799 0.1810 0.1647 0.1551 0.1759  
## Detection Prevalence 0.2845 0.1935 0.1743 0.1638 0.1839  
## Balanced Accuracy 0.9838 0.9605 0.9573 0.9698 0.9880

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1673 1 0 0 0  
## B 10 1125 4 0 0  
## C 0 9 1017 0 0  
## D 0 0 13 951 0  
## E 0 0 0 5 1077  
##   
## Overall Statistics  
##   
## Accuracy : 0.9929   
## 95% CI : (0.9904, 0.9949)  
## No Information Rate : 0.286   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.991   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9941 0.9912 0.9836 0.9948 1.0000  
## Specificity 0.9998 0.9971 0.9981 0.9974 0.9990  
## Pos Pred Value 0.9994 0.9877 0.9912 0.9865 0.9954  
## Neg Pred Value 0.9976 0.9979 0.9965 0.9990 1.0000  
## Prevalence 0.2860 0.1929 0.1757 0.1624 0.1830  
## Detection Rate 0.2843 0.1912 0.1728 0.1616 0.1830  
## Detection Prevalence 0.2845 0.1935 0.1743 0.1638 0.1839  
## Balanced Accuracy 0.9969 0.9941 0.9909 0.9961 0.9995

**In/Out Error Rates** in-sample errors t1 had no in-errors, t2 had about 2.5% in-errors and t3 again had no in-errors out of sample errors Doing the prediction against t1, t2, t3 showed an accuracy of 99.41%, 96.48% and 99.34%

**Prediction** Model f1 (the model with the lowest error rate related to the validation set is used to predict the classifications for the test data set (20 observation ) The model was able to predict the outcome correctly(no errors)

pred.r <- predict(f1, testing.rd)   
pred.r

## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## B A B A A E D B A A B C B A E E A B B B   
## Levels: A B C D E

# code for submitting the predictions commented out  
#answers = rep("X", 20)  
# pml\_write\_files = function(x){  
# n = length(x)  
# for(i in 1:n){  
# filename = paste0("problem\_id\_",i,".txt")  
# write.table(x[i],file=filename,quote=FALSE,row.names=FALSE,col.names=FALSE)  
# }  
# }  
  
# pml\_write\_files(pred.r)