**Introduction:**  
 The exploratory research for the Winter 2024 ISEC 885 course aims to develop a problem direction for a doctoral research idea concept paper, leading to an idea paper, with the ultimate objective of contributing to the field of Asynchronous Consensus and Permission-less Systems**.**

In the realm of network protocols and by abstraction that of consensus protocols, the debate between synchronous and asynchronous approaches have been that synchronous protocols operate under the assumption of predictable timing, while asynchronous protocols allow for greater flexibility by not requiring strict timing assumptions. More specifically asynchronous consensus ensures that systems can reach an agreement even when there is no bound on the time it takes for messages to be delivered. Not knowing the bound on the time in an asynchronous setting directly contrasts synchronous consensus, which does know its bound on time, along with partially-synchronous consensus, which knows there is a bound on time, but doesn't know what that bound is (Miller et al., 2016). This research favors the asynchronous setting because of its decentralization, instantaneous progress, and resilience to network variability, which are favorable traits in trustless blockchain systems.

Permissioned and permission-less blockchains represent two different paradigms in the realm of distributed ledgers. When it comes to the Blockchain Trilemma, the advantage of having a permissioned system is that they typically make gains in security and scalability while giving up decentralization. On the other hand, permission-less systems typically have a higher decentralization factor with weaker scalability and security (Woznica & Kedziora, 2022). This research favors permission-less over permissioned because of its higher decentralization in the blockchain dilemma.

When it comes to asynchronous consensus using permissioned vs permission-less ledgers, the majority of asynchronous consensus research has involved permissioned ledgers. This being that most initial research in the field of asynchronous consensus is implemented with trusted dealers for Distributed Key Generation (DKG) protocols (Abraham et al., 2021; Das et al., 2020). Having a trusted dealer for key generation, and by definition making the blockchain permissioned, has been seen throughout the conception of asynchronous consensus, such as in the initial works of the HoneyBadgerBFT (HBBFT), Beat, Dumbo, and the Asynchronous Byzantine Fault Tolerant (ABFT) protocols (Miller et al., 2016, Duan et al., 2018, Guo et al., 2020, and Knudsen et al., 2021). Although these protocols lay the foundation for the field of asynchronous consensus, they do not enable a fully permission-less system and even call for the advancement of the field of permission-less asynchronous consensus without trusted dealers (Knudsen et al., 2021).

The lack of asynchronous consensus without a a trusted dealer led to the conception of the Aleph protocol. The same way HBBFT touts itself as the first practical asynchronous consensus protocol (Miller et al., 2016). Aleph touts its self as the first practical asynchronous consensus protocol without a trusted dealer (Gągol et al., 2019). Aleph not only lacks a trusted dealer to make it permission-less, but also contributes to the field of asynchronous consensus by using a Direct Acyclic Graph (DAG) for consensus instead of sequential Asynchronous Common Subset (ACS), thus providing a theoretical alternative for implementing asynchronous atomic broadcast in lieu of sequentially executing ACS (Guo et al., 2022). Aleph provides a valid protocol in this research environment because it executes consensus asynchronously without giving up its permission-less properties.

**Problem:** Problems and potential solutions identified from the excerpt:

1. Forking Attack:Problem: Malicious nodes can exploit the protocol's reliance on local validation to create a large number of valid but conflicting forks, overwhelming honest nodes and disrupting the network (Section H). This attack is particularly concerning because:

* It is relatively "practical," requiring minimal resources and control by the attacker (Section H.1).
* It can be adapted to various DAG-based protocols with different parent requirements (Section H.2, H.3).

2. Scalability of Communication Complexity Problem: The excerpt mentions that the communication complexity of the reliable broadcast protocol used in Aleph can be improved from N^2 log(N) to N^2 (Section F). This signifies a potential scalability bottleneck as the network grows.

3. Lack of Proof of Termination:

Problem: While not explicitly stated as a problem, the excerpt mentions the possibility of modifying the reliable broadcast protocol to include a proof of termination (Section F). This suggests that the current protocol might lack a mechanism to definitively inform nodes when the protocol has finished executing for a specific unit.

It's important to note that these are just potential solutions, and further research and evaluation are necessary to determine their effectiveness, feasibility, and potential trade-offs in the context of specific DAG-based protocols.

**Fork** **Bomb** **Goal**:

* Non-local validation: Implement mechanisms that go beyond local checks and involve communication or information sharing between nodes to verify the validity of units, making it harder for attackers to create valid-looking forks. This could involve techniques like reliable broadcast or verifiable random functions (VRFs). (Note: The excerpt mentions Aleph's use of reliable broadcast as an example.)
* Threshold signatures: Utilize threshold signatures where a unit's validity requires a certain number of honest nodes to sign off on it, making it more difficult for attackers to forge valid forks without compromising a significant portion of the network. (The excerpt briefly mentions this concept.)

Scalability of Communication Complexity Goal:

* Employing RSA accumulators: The excerpt suggests replacing Merkle Trees with RSA accumulators in the reliable broadcast protocol to achieve better communication complexity. This could be further investigated and implemented to optimize network performance.

Lack of Proof of Termination Goal:

* Threshold signatures for termination: As mentioned in the excerpt, including a share of a threshold signature for the hash of the final message alongside the commit message could be explored. This would allow nodes to gather the required signatures and confirm the protocol's termination for a particular unit.
* Reputation systems: Implement mechanisms that track node behavior and penalize malicious actors, deterring them from launching fork attacks. However, designing effective reputation systems can be complex and requires careful consideration to avoid unintended consequences.

“We remark that N 2 log(N ) can be improved to N 2 in the communication complexity

bound by employing RSA accumulators instead of Merkle Trees in the RBC protocol.” aleph

Lacks the ability to provide proof

Additionally, one simple

modification can be done, which provides a proof that RBC has

terminated for each node which had received the output locally.

Namely, together with commit message, each node can send share

of a threshold signature of hash h with threshold 2f + 1. Then,

each node that gathered 2f + 1 is able to construct the threshold

signature and use it as a proof of the fact that RBC had finalized at

its end.

hence there is no way to roll it back. At this point we also remark

that a mechanism of banning nodes that are proved to be forking

(or malicious in some other way) is not sufficient to prevent this

attack.

We note that while the QuickAleph protocol (without the alert

system) satisfies the above condition, the Aleph protocol and the

QuickAleph extended with the alert system, do not.

Aleph uses reliable broadcast to disseminate units (which gives a

non-local validation mechanism) and similarly the alert system for

QuickAleph adds new non-local checks before adding units created

by forkers. On the other hand, protocols such as Hashgraph [4] or

Blockmania [23] satisfy this condition and thus are affected, if not

equipped with an appropriate defense mechanism.

the previous unit created by the same node (as in Hash-

graph) then one round of the attack can be realized in two

consecutive rounds.

***Not sure where this is going.***

***As this is presented it does not establish a clear and clean flow that builds a case for supporting a problem and need.***

***Aleph does not use a trusted dealer but is less secure. So it is not clear what the problem is as you have presented it other than to extend the Aleph work to address the need for non-trusted dealers in current permission-less blockchain environments and achieve a definable (from the literature ) level of security.***

Goal:  
 The goal of this exploratory research, conducted during the Winter 2024 ISEC 885 course, is to formulate a research idea paper focused on advancing the field of Asynchronous Consensus by developing a replicatable framework for deploying the Aleph protocol that is without a trusted dealer and is well suited for permission-less blockchains. This framework will establish a foundational benchmark for future studies, enabling researchers to compare and to build upon the original Aleph work effectively. While the existing Aleph paper offers comprehensive insights into the theoretical underpinnings of its consensus protocols, it lacks a practical framework that can be readily replicated for further investigation. Thus, the objective of this research is to furnish the Asynchronous Consensus community with a standardized test environment for Aleph, facilitating ongoing research and development endeavors.

**You need a goal / pair**

**You must establish a problem with existing frameworks to then focus on building one.**
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