**Overview**

**Introduction:**

The Idea Concept Paper will identify and focus a research direction in the field of Asynchronous Consensus and Permissionless Systems. Specifically, the research will incorporate the Aleph protocol (Gągol et al., 2019) as the basis of the consensus protocol, which aims to improve efficiency and scalability by reducing communication complexity and advancing the general field of Asynchronous Consensus in Permissionless systems. The paper will address a performance problem with Alephs communication complexity and propose an improvement based on the evaluation and integration of published improved Reliable Broadcast Communications (RBC), replacing Aleph’s merkle tree based RBC with one based on RSA accumulators (Hussein & Al-Gailani, 2022).

The Aleph protocol is important because it is credited to being one of the first asynchronous consensus protocols to operate in a permissionless setting by removing the need of Distributed Key Generation (DKG) and operating without a trusted dealer (Guo et al., 2022). However, performance is throttled by the use of merkle tree based RBC, which becomes resource intensive as the network scales. This is because merkle trees provide cryptographic proofs of data integrity, but require significant computational resources for construction and verification leading to increased latency and reduced throughput in blockchain systems. (Hussein & Al-Gailani, 2022).

To address these issues, this research proposes replacing Aleph's merkle tree based RBC with a more efficient system based on RSA accumulators. RSA accumulators offer a cryptographic alternative that can significantly reduce communication and computational complexity (Reddy, 2021). By integrating RSA accumulator based RBC, the protocol aims to decrease communication complexity and lead to an enhanced performance.

Since there is limited research available in the field of Asynchronous Permissionless systems, any enhancement in Aleph’s RBC would not only benefit Aleph itself but also contribute to the broader domain of Asynchronous Permissionless systems. As Aleph is one of the few Asynchronous Permissionless protocols, advancements in its RBC could set a precedent and provide valuable insights for future developments in the domain of Asynchronous Permissionless consensus.

**Problem:** *Aleph Scalability Communication Complexity*

The Aleph research focuses on the theoretical aspects of the protocol rather than empirical evaluation. The research does not detail how workloads are generated and does not mention the collection of raw data from simulations, but Aleph however does provide mathematical proofs of the algorithmic properties. In the mathematical proof of Lemma F.1 Aleph provides the scalability of communication complexity problem.

The communication complexity problem is based upon the evidence of the F.1 Lemma that provides a mathematical proof demonstrating how the Aleph implementation of RBC has high message overhead, exacerbating its communication complexity. Alephs implementation of RBC is called Chain Reliable Broadcast (ch-RBC) and has a message complexity that is defined in the lemma as O(Tr+(N⌃2)log⁡N)). The (Tr) portion represents the total number of transaction inputs (T) in honest units of round (r). Independent of the transaction input rounds (Tr) is the communication overhead ((N⌃2)log⁡N) that this research will focus on. The communication overhead has four parts. The first three are Propose, Prevote, and Commit which all grow quadratically O(N⌃2) because each node communicates with every other node (Gągol et al., 2019). The 4th part is the merkle-tree validation phase and it grows logarithmically O(logN). Each node needs to verify the integrity of the shares using merkle tree branches, and this verification involves O(logN) operations due to the properties of merkle trees (Kharangate, 2023). The problem becomes apparent in large networks such as when N=1000, the communication complexity of O((N⌃2)log⁡N) implies that approximately 9.97 million operations or message exchanges are needed. That is a problem in comparison to the first synchronous permissionless ledger Bitcoin (Nakamoto, 2008) and the first asynchronous permissioned ledger Honey Badger BFT (HBFT) (Miller et al., 2016). Unlike BTC’s linear communication complexity O(N) and HBFT’s quadratic O(N^2), Aleph suffers from both quadratic and logarithmic growth in message exchanges and validations. This is a problem because large networks are needed to handle increased transaction volumes and to ensure decentralization and security, which are critical for the robustness of blockchain systems (Gencer, Basu, Eyal, van Renesse, & Sirer, 2018).

In the broader context of Asynchronous Consensus protocols, RBC is a critical bottleneck impacting communication overhead. Other high-performance asynchronous BFT protocols, such as Swarm, Beat, and Dumbo (Han et al., 2023, Duan et al., 2018, and Guo et al., 2020), have demonstrated improved communication performance. However, these protocols are designed for asynchronous permissioned systems and cannot be directly adopted by Aleph users due to specific dependencies unique to Aleph’s permissionless nature.

**Goal:**

The goal of this research is to reduce the communication complexity of the Aleph protocol by implementing an improved RBC protocol using RSA accumulators instead of merkle trees and conducting comprehensive simulations with comparative analyses to obtain quantifiable metrics to support this claim.

As stated in the F.1 Lemma of Aleph, implementing RSA accumulators to replace merkle trees in the RBC protocol can significantly improve scalability. The reason being that RSA accumulators provide a cryptographic method for aggregating multiple values into a single, fixed-size accumulator (Reddy, 2021). Research has also supported that RSA accumulators allow for more efficient verification and communication processes in blockchain networks compared to the logarithmic and quadratic complexity of merkle trees (Hussein & Al-Gailani, 2022). This is important because RSA accumulators offer efficient aggregation of multiple values into fixed-size accumulators, allowing the protocol to achieve more streamlined verification and communication processes.

The simulations and comparative analyses will involve replicating similar development environments and benchmarking methodologies used in previous asynchronous consensus research like HBFT, Beat, Dumbo, and the Asynchronous Byzantine Fault Tolerance (ABFT) protocols to ensure consistent and reliable performance data (Miller et al., 2016, Knudsen et al., 2021, Duan et al., 2018, and Guo et al., 2020).

The goal will be to obtain quantifiable metrics to support the claim of a reduction in communication complexity of Aleph by reducing the computational and communication overhead of the ch-RBC with RSA accumulators. Thereby improving the overall scalability and communication complexity of the Aleph protocol and by extension the general field of Asynchronous Permissionless systems.

**Review of the Literature**

The evolution of asynchronous consensus protocols included seminal works like the HBFT, Beat, Dumbo, Swarm, and the ABFT protocol. These protocols initially focused on permissioned ledgers with most of them requiring trusted dealers for DKG. While these protocols laid the foundation for asynchronous consensus, they lacked the ability to enable fully permissionless systems, highlighting the need for further research in Asynchronous Permissionless systems (Duan et al., 2018, Guo et al., 2020, Han, Liu, & Li, 2023, Knudsen et al., 2021, Miller et al., 2016).

Using RSA accumulators instead of Merkle trees in blockchain has been supported in the recent works of Hussein & Al-Gailani (2022) but does not explicitly dive into whether the research is on a permissioned or permissionless ledger. Similar research by Reddy (2021) proposes a scheme called SecurePrune to reduce the storage space and synchronization time of nodes joining a Peer-to-Peer (P2P) network in a blockchain like Bitcoin, using RSA accumulators but in a synchronous environment. Another example of using RSA accumulators in a decentralized synchronous fashion is seen in the works of Lauinger et al. (2021). The paper introduces the Anonymous Proof of Authorization (A-PoA) protocol, designed to tackle the trust relation challenge within Self-Sovereign Identity Management (SSIM) frameworks reliant on Verifiable Credentials (VCs). A-PoA is tailored for permissioned environments, facilitating decentralized and anonymous authorization of CIAs. It harnesses RSA accumulators, alongside Non-Interactive Zero-Knowledge Proofs, to authorize CIAs for credential issuance. From the above research, we can see RSA accumulators being used for synchronous and permissioned environments but not in an asynchronous permissionless manner.
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