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**Abstract**

Effective near-term forecasting allows for the evaluation of model predictions against observations and is of pressing need in ecology to inform environmental decision making and effect societal change. Despite this imperative, we presently lack a set of robust, standardized, and general mathematical tools for evaluating probabilistic forecasts in ecology, impeding quantitative model comparison and ensemble model construction. We address this gap here by bringing to bear in ecology an extensive literature on probabilistic forecast evaluation from diverse applied mathematical fields (e.g. climatology, economics, epidemiology). Recognizing the variety of ecological data and projects and appreciating the variety of tools developed, rather than lobby for a specific singular metric for evaluation, we cover the breadth of options (including frequentist, information-theoretic, tactical, and Bayesian approaches), highlight mathematical concepts to follow, and focus on decision points for practitioners to allow easy application of general principles to specific forecasting endeavors. We show an example application using a long-term rodent population time series before finishing with a discussion of how ecology can continue to learn from and help drive the field of forecasting.
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**Introduction**

Although historically present in certain subdisciplines, forecasting is rapidly becoming an important becoming a focus of ecological science in both applied and fundamental settings (Clark et al. 2001, Pennekamp et al. 2017, Dietze et al. 2018). In order to adequately represent the inherent uncertainty associated with model fitting, the natural variability of ecosystems, and the consequences for decision making, ecological forecasts must be probabilistic (Dawid 1984, Williams and Hooten 2016, Dietze et al. 2018). This uncertainty occurs at two fundamental levels: uncertainty in the values forecasted by a given model and uncertainty among models as to how well they represent the true, unobservable distribution (Hooten and Hobbs 2015, Krushke 2015). Accordingly, ecologists are beginning to produce forecasts as distributions that include within- and among-model uncertainty (Dietz 2017, Simonis et al. 2018, Harris et al. 2018).

Despite the necessity of distributional forecasts, however, the majority of metrics (for example, Root Mean Squared Error (RMSE), Mean Absolute Scaled Error (MASE), correlation coefficient) proposed for and used in ecological forecasting are based on point forecasts, typically evaluated using the expected value of the predicted distribution (Hyndman and Koehler 2006, Ward et al. 2014, Petchey et al. 2015, Dietze et al. 2018). Although these measures provide useful information about how well the central tendency of the forecasted distribution matches the observed values, they are not (necessarily) uniquely optimized by the true probability distribution (that is, they are not *strictly proper*, see **Scoring Rules** and Appendix A; Gneiting and Raftery 2007), they cannot distinguish among forecasts with the same central tendencies but different variances (Gneiting et al. 2007, Czado et al. 2009), and their use can lead to “grossly misguided inferences” in certain situations (Gneiting 2011).

Driven in particular through application in fields such as meteorology, econometrics, and epidemiology, statistical forecasters have developed a set of philosophical principles and tools for evaluating probabilistic forecasts produced by competing models (Winkler 1977, Dawid 1984, Gneiting and Raftery 2007, Ray and Reich 2018). Our goal with the present manuscript is therefore to support the use of probabilistic forecasts in ecology by bringing this set of tools to bear in an ecological setting. Embracing the variety of ecological variables that could be forecast (Dietz 2018) and drawing parallels with ecological Bayesian model checking, which also compares probabilistic predictions from one or more models to observed values (Conn et al. 2018), we recognize that there is no singular best metric or approach to evaluating all ecological forecasts. As such, we provide an overview of available methods with supporting literature, drawing on standard forecasting practices in other disciplines while also noting that forecasting statistics is an active field of research to which ecological studies can contribute important real-world applications of theoretical approaches.

**Context, Notation, and Terminology**

To begin, we define notation and a context in which we are conducting an ecological forecasting study (Fig. 1; Dietz 2018). Consider a time series of samples ( in ) of an ecological variable ( in ... or simply ), where each is an observation collected at time (in ). The variable can be discrete or continuous and the samples can be taken at fixed or variable time intervals. The observed time series is one realization drawn from the unknowable generating distribution through time ( is the distribution at time ) (Fig. 1).

Our goal is to make ( in ) forecasts of subsequent to by using ( in ) models to gain inference about . Following standard terminology (c.f., e.g., Tashman 2000), the last datum in the observed time series used to make a forecast ( when working with the full time series, but more generally) is called the *forecast origin*, and the time between the forecast origin and a specific datum being forecast () is the *lead time* or *forecast horizon* ( generally; Fig. 1). Thus, when working with the full time series, we are predicting for samples to () and the full forecast horizon is .

Each model therefore needs to be able to [1] fit and [2] predict (Fig. 1). Because we are working in a probabilistic framework, [2] means that every model needs to produce a forecast distribution across all samples within the forecast horizon (; Fig. 1). See Appendix A for the formal description of probabilistic forecasts used here. In order to properly execute both tasks (including providing skill metrics for model fits), we use the data in hand to validate our models and iterate the evaluation over time using the prequential approach (*prequential* is a portmanteau of *probabilistic* and *sequential*; Dawid 1984, Dietze et al. 2018). This is opposed to validating models after future data are collected (Makridakis et al. 1993).

**Validation Procedure**

*General methodology*

The validation procedure defines how the observed data are used to [1] fit the model (the *training data*) and [2] evaluate its predictions (the *test data*). When considering a set of multiple models, it is crucial that they be tested on the same challenge (i.e., validated using the same data set) so that they can be quantitatively and directly compared (Wolpert 1992, Hastie et al. 2011, Ray and Reich 2018). There is an array of potential validation procedures available, including in forecasting settings specifically (Stone 1974, Tashman 2000, Arlot and Celisse 2010). Based upon the ultimate task at hand being predicting the next set of data in a time series (Dawid 1984), however, the dominant paradigm in forecasting model validation is understandably based on an *end-sample holdout*, where the last observations are held out for testing (Fig. 2; Fildes and Makridakis 1995 and references therein, Tashman 2000). This is in comparison to cross-validation approaches that select test data from across the entire data set (e.g., leave- -out, -fold; Fig. 2; Arlot and Celisse 2010) and asymptotic approximations like AIC (Stone 1977).

End-sample holdout methods have been supported through simulation- and empirical-based evaluations of forecast performance, which show that they produce more realistic error distributions for future data than in-sample cross-validation (Tashman 2000). Further, within-model (training) errors are often only very weakly correlated with outside-model (test) errors (Makridakis 1986, Makridakis and Winkler 1989, Pant and Starbuck 1990, Hastie et al. 2011), indicating that models being used to forecast will perform better on novel data when they have been validated via end-sample holdout methods than cross-validation methods (Fildes and Makridakis 1995). Despite this historical and logical impetus for forecast validation using end-sample holdout procedures, recent work suggests that cross-validation may be applicable to time series (Bergmeir and Benitez 2012, Bergmeir et al. 2018), although further work is needed.

A main motivation behind cross-validation is to increase the number of evaluations, as a single evaluation of a model’s forecast is likely an unstable estimate of its overall forecast capability (Tashman 2000). And indeed, a typical end-sample holdout validation on its own provides only a single evaluation, whereas cross-validation procedures aggregate multiple evaluations (Arlot and Celisse 2010, Bergmeir et al. 2018). However, the purpose of forecasting is to predict the next set of out-of-sample data (Fig. 1), and if done in a prequential manner (Dawid 1984) as is the goal (Dietze et al. 2018) and a reality (White et al. 2019) for ecological forecasting, the number of forecast-relevant evaluations grows over time (Fig. 2).

*Algorithmic specifics*

Given that the state of the field in indicates that end-sample holdout validation is the most appropriate procedure, we leverage this approach by defining a break in our time series () between the training and test sets based on a forecast origin , resulting in a training set of values () and a test set of values (). This break focuses the validation on quantifying how well a model’s forecast distribution matches the observations in the test set , where matching is defined by a scoring function, see **Scoring Functions**) (Dawid 1984). In determining the number of samples to allocate to the test set (via the location of ), they should cover at least as much time as the longest forecast horizon required by the main application (Tashman 2000). That is, if the model is required to make a 12-month-ahead forecast, the holdout data set should cover at least 12 months of observations for testing.

As mentioned earlier, at this point our end-sample holdout has resulted in a single forecast series to be evaluated for each model. Having a single overall evaluation for each model could be insufficient, especially if the time series displays dynamics such as cyclical seasonality, in which case model performance will vary as a function of forecast origin (Pack 1990, Fildes 1992). This deficiency points to the utility of a *rolling forecast origin* validation, where multiple forecasts are made with the origin moved forward in the series (Fig. 2; Armstrong and Grohman 1972, Armstrong 1985). A rolling origin generates a more robust estimate of skill and facilitates analysis of performance as a function of (for example) lead time (Makridakis and Winkler 1989) or leveraged in constructing ensembles (Wolpert 1992, Ray and Reich 2018). If a rolling origin is used, a larger holdout set will allow for more forecasts of the target horizon, but may not be an option for shorter time series (Tashman 2000). When implementing a rolling origin forecast evaluation, a critical decision point is whether each step forward in the process should include just an update to the data or if the model should also be re-optimized (Tashman 2000). Although it is arguably preferable to update the model fit with each step forward in the evaluation, re-optimization can be computationally intensive, may not provide any marked change to the model parameters if the sample size is large and dynamics are slow (Tashman 2000, Tashman and Hoover 2001). Indeed, despite its importance, there remains substantial research to be done regarding model updating in rolling origin forecasts (Tashman 2000).

In the context of iterative forecasting within the prequential framework (Dawid 1984, Dietz et al. 2018), however, recurrent forecasts replace the done-all-at-once evaluations, thereby easing the computational burden of rolling origin validation. This is facilitated through a process known as *continuous analysis* that re-runs the models when the data have been updated (Beaulieu‐Jones and Greene 2017, White et al. 2019). In essence, continuous analysis creates a long-term system of rolling origin, fixed horizon, recalibrating end-sample holdout validations, to which each new validation (which is actually conducted as a fixed origin end-sample holdout validation) is added automatically (Fig. 2).

**Graphical Evaluation**

Upon completion of a model's fit, graphical evaluation provides key information regarding the basic appropriateness and success of the model.

*Prediction Plots*

As with any statistical model, a critical first evaluation for a forecast is plotting the predicted distribution and the observed values against each other (Dietze 2018). In the context of forecasting, where the data have an explicit time component, it is important to plot the time series of the prediction distributions and observed values with at least some of the training data to show past dynamics (Fig. 3). In addition, an informative general statistical plot is the x-y plot of predicted-observed values, which ideally follow a 1:1 relationship (Fig. 3). In both of these plots, it is important to recognize that predictive ecological models encompass multiple levels of uncertainty and often include non-linearities (Hooten and Hobbs 2015), resulting in distributions that are typically not well summarized using quantiles alone, and so either distributions or representative draws from them should be explicitly shown (Fig. 3; e.g., Simonis et al. 2018).

*Probability Integral Transform (PIT) Plot*

The Probability Integral Transform (PIT) is an informative summary with a solid statistical basis and a long history in forecasting. It simply represents the values of the predictive CDFs evaluated at the observed values through the time series (Table 1; Rosenblatt 1952, Dawid 1984, Diebold et al. 1998). If the observed values match the predictive distributions and the predictive distributions are continuous, the PIT has a standard uniform distribution (Dawid 1984), which can be checked informally using graphics (Fig. 3; Diebold et al. 1998, Gneiting et al. 2007). Although it should be noted that the uniformity of the PIT values is a necessary but not sufficient condition for a forecast to be considered *ideal* (match the generating distribution; Hamill 2001). Plotting the PIT as a histogram or CDF allows for comparison to a uniform, where deviations have particular meanings: skewed histograms indicate bias in the central tendencies, U-shaped histograms indicate undispersed predictive distributions, and hump-shaped histograms indicate overdispersed predictive distributions (Diebold et al. 1998, Gneiting et al. 2007).

The PIT was originally designed for use with continuous variables and the uniformity expectation does not hold for discrete-valued variables (Czado et al. 2009). To address this, the PIT has been extended to non-continuous distributions through multiple approaches (Table 1). The classical randomized PIT approximation adds noise using the standard uniform distribution (Smith 1985, Fruhwirth-Schnatter 1996, Lisenfeld et al. 2006). A non-randomized approximation replaces the randomized PIT with its conditional (given the observed count) CDF, which is then averaged across the set of observations to create a mean CDF that has an expectation of uniformity and can be compared to the CDF of the identity function (Table 1; Czado et al. 2009).

**Scoring Rules**

*General definition*

A scoring rule () defines a scoring function () that measures how well a point value matches a distribution (Brier 1950, McCarthy 1956, de Finetti 1962, Winkler 1967, Savage 1971; Appendix A). The score () of sample ’s observed value and the forecast distribution for that sample under model () using rule is
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and scores are typically averaged across the forecasted values (producing ). Scoring functions can be negatively oriented (lower is better) or positively oriented (higher is better) and classical references for scores include both orientations. Here we use a positive orientation for all rules, such that the maximal score is always the best (Table 2). Although scoring rules are generally framed in terms of probabilistic distributions, they are still defined under the case of a point forecast (e.g., the expected value of the forecast distribution; Appendix A), in which case some of them simplify to classical point forecast evaluation metrics (see below).

A key set of characteristics about scoring rules are encompassed in the concepts of *propriety* and *strict propriety* (Winkler 1977, Dawid 1998, Gneiting and Raftery 2007; Appendix A). Simply, a proper scoring function is convex and achieves the best score at the true distribution, whereas a strictly proper scoring function is strictly convex and achieves it *only* at the true distribution (Brier 1950, Good, 1952, Winkler and Murphy 1968, Savage 1971). Proper scoring rules encourage honest forecasts that maximize reward and strictly proper rules ensure unique solutions (de Finetti 1962, Winkler 1977, Garthwaite et al. 2005).

*Specific scoring rules*

We now highlight specific scoring rules of potential use in evaluating probabilistic ecological forecasts (Table 2) that have functions defined for discrete (binary, categorical, count) and continuous variables (Gneiting and Raftery 2007, Czado et al. 2009). There are, in essence, an infinite number of rules, so we focus on those which are strictly proper and commonly used in forecasting. There is no automatic guideline for choosing a scoring rule, as each has its strengths and weaknesses that need to considered given the particular forecasting task at hand. Indeed, it is likely that a forecaster may wish to use multiple scores (either in combination or separately) to leverage their strengths for specific tasks (Czado et al. 2009, Ray and Reich 2018).

Logarithmic score

The logarithmic (log) scoring function is the log of the predictive probability evaluated at the observed value (Table 2; Good 1952). The log score is the sole proper scoring rule that depends only on the probability distribution at the specifically observed count (i.e., it is *local* Benedetti 2010). It is relatively simple to calculate and corresponds to a number of classic properties including Shannon entropy, Kullback-Leibler divergence, and predictive deviance (Gneiting and Raftery 2007). For these reasons, the log score is a commonly used measure of forecast skill (Gneiting and Raftery 2007). For example, the United States Center for Disease Control conducts forecast competitions for diseases such as influenza and typically evaluates models with the log score (Ray and Reich 2018, McGowan et al. 2019, Reich et al. 2019).

Despite its simplicity and popularity, the log score has its faults (Gneiting and Raftery 2007). In particular, it is *insensitive* (does not adequately respond to how far the true distribution is from the predicted one) in some instances and *hypersensitive* (reacts strongly to small differences in small probabilities and can therefore produce unacceptable values) in other conditions (Selten 1998). As such, caution should be used when employing the log score, in particular if it is possible for rare (with respected to predicted density) values to be observed.

Quadratic (Brier) and Power Scores

The quadratic scoring function is the mean squared error of the probability forecasts where the observations are matched or not (Table 2; Brier 1950). It is a natural extension of the mean squared errors from point forecasts to distributional forecasts (Winkler 1996) and has both continuous and discrete calculations (Table 2), resulting in its application in a variety of forecasting scenarios (Wecker 1989, Selten 1998, Gneiting and Raftery 2007). Further, the quadratic scoring function can be generalized to a power scoring function using a single parameter allowing for a more flexible measure of the error metric (Selten 1998, Dawid 2006).

The quadratic score, while commonly used, is not without shortcomings (Jewson 2018). Namely, it is not local (it depends on events that did not happen), results in counter-intuitive rankings for very rare and very common events (because it uses an absolute difference in probability), and can require quite large sample sizes to account for variance inflation associated with autocorrelated forecasts and values (Benedetti 2010, Wilks 2010).

Spherical Score

The spherical score is a strictly proper, symmetric function so named because it transforms the probability to a point on the unit sphere by dividing the probability by its norm (Table 2; Roby 1965, Jose 2009). The score has a strong connection to the statistical notion of *surprise* (*sensu* Good 1971). Similarly to the quadratic score, the spherical score can be generalized to a pseudospherical score through a control parameter (Table 2; Good 1971, Dawid 2006, Gneiting and Raftery 2007). The spherical score is mentioned in many general coverages of scoring rules (e.g., Gneiting and Raftery 2007, Czado et al. 2009), but is not implemented frequently. Conversely to the log score (which is hypersensitive at extreme probabilities), the spherical score exhibits hypersensitivity near midpoint probabilities (Selten 1998).

Ranked Probability Score (RPS)

The Ranked Probability Score (RPS) defines a squared function that compares the CDF of a forecast and the CDF of the corresponding observation over a discrete number of categories (Table 2; Epstein 1969, Murphy 1969, 1971). In that way, the RPS is a discrete generalization of the classical binary quadratic score (Brier 1950) from two to more than two categories of outcome (Czado et al. 2009). The RPS can be expanded to continuous variables, at which point it is often referred to as the Continuous Ranked Probability Score or CRPS (Matheson and Winkler 1976, Hersbach 2000), which is the integral of the quadratic scores for the associated binary probability forecasts at all real-valued thresholds (Table 2; Dawid 2006, Gneiting and Raftery 2007). Historically, computation of the continuous version proved difficult (Krüger et al. 2019), but recent work (Gneiting and Raftery 2007) has shown that it can be empirically calculated, including an approximation using a series of draws from a distribution (e.g., samples from a posterior; Appendix A; Gneiting and Raftery 2007, Krüger et al. 2019).

The RPS has many favorable qualities: it considers the shape and tendency of the forecast distribution, is sensitive to distance (rewarding distributions for being closer to the observation), and only depends on the CDF, which is a more direct and stable function than the PDF or PMF (Hersbach 2000, Gneiting and Raftery 2007). Further, it generalizes the mean absolute error, which it reduces to if the forecast is a point measure, providing a metric to compare deterministic and probabilistic forecasts (Gneiting and Raftery 2007). As such, it has been successfully applied in many forecasting contexts (Gneiting et al. 2005, Velaquez et al. 2010, Sigrist et al. 2012). That being said, RPS is not without potential issues to be considered, as well. In particular, the function is sensitive to any predicted or observed values being unusually large when comparing competing forecasters (which may or may not be desirable; Candille and Talagrand 2005).

**Comparing Scores**

Recall that the scores for a set of models forecasting the same data measured using the same scoring function can be directly compared and form a coherent empirical distribution that can be analyzed (Makridakis and Winkler 1989, Gneiting and Raftery 2007). In that vein, many tools have been developed for evaluating forecast scores that will be useful in ecological settings.

*Graphical comparisons*

Although scores are typically aggregated across the test observations for the purposes of quantitative comparisons, graphical comparisons of sample-level score values can be used for diagnostic evaluations (Gneiting et al. 2007). For example, plotting scores as a function of covariates (e.g., temperature) could highlight if abnormal deviations are associated with external forces. Similarly, plots of scores as a function of lead time indicate how the skill of a model (or skills of models) decay over the forecast horizon (Petchey et al. 2015). Such graphical comparisons are bolstered through a cache of historical forecast evaluations as built via the prequential or iterative forecasting approach (Dawid 1984, Dietz et al. 2018, White et al. 2019), as apparent patterns in scores from a limited number of forecast evaluations may be artefactual.

*Skill scores*

The *skill score* () allows for standardized comparison among forecast scores, where the skill score of model across a set of observations using a particular scoring function is

2

where is the score of a reference model (must be selected) and is the score of an ideal forecast (set to the maximal value the scoring function can obtain) across the same set of observations using the same scoring function (Murphy 1973). In climatological forecasting, the reference model is often a simple yet reasonable reduced-complexity model, such as an estimate of the marginal predictive distribution (Gneiting and Raftery 2007). Skill scores take the value of 0 for the reference model forecast, 1 for an optimal forecast; a positive score means the model’s forecast was better than the reference, a negative score means it was worse than the reference. While skill scores provide a standardized comparison, however, they are generally not proper even if the underlying scoring function is proper, although the importance of the impropriety for inference is unresolved (Murphy 1973, Briggs and Ruppert 2005, Gneiting and Raftery 2007).

*Diebold-Mariano Test*

Frequentist comparisons of forecasts’ scores are robust as long as the non-independence of values is accounted for (Makridakis and Winkler 1989, Diebold and Mariano 1995, Hamill 1999). To that end, a variety of tests have been developed, but the Diebold-Mariano (D-M) test has become the workhorse of frequentist significance-based forecast comparison (Diebold 2015). The statistical significance (in a frequentist sense) of the difference between pairs of forecasts can be evaluated using the Diebold-Mariano test (Diebold and Mariano 1995, D’Agostino et al. 2012, Gneiting and Katzfuss 2014, Diebold 2015, Christensen et al. *unpublished*), which are based on the z-test and include methods for correlated error structures (Table 4; Diebold and Mariano 1995, Diebold 2015). The basis of the D-M test is the differential between forecast scores, for example the differential between scores measured using the same function on forecasts produced by models for observation is simply
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which has an expected value of 0 under a null hypothesis of no difference between forecast scores (Diebold and Mariano 1995). The metric for a forecast series from to is the mean differential across the series () divided by an estimate of the standard deviation of the mean differential (; see Appendix A) times the square root of the sample size ():
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which has an expected distribution of a standard normal (mean 0, standard deviation 1) under the null hypothesis of no difference between forecasts (Diebold and Mariano 1995, Diebold 2015). Serial correlation among the differentials can be addressed by using a formula for the standard deviation that is robust to heteroskedasticity and autocorrelation (Diebold and Mariano 1995, Diebold 2015; Appendix A). These robust calculations can require substantial test data sizes, but bootstrapping approaches have been developed to mitigate these issues (D’Agostino et al. 2012).

Although the D-M test was initially proposed as a pairwise comparison between two forecasts (Diebold and Mariano 1995), it has recently been extended to multiple comparisons among more than two forecasts using permutation-based (D’Agostino et al. 2012) and closed-form (Christensen et al. *unpublished*) calculations. These methods are promising for frequentist comparisons among multiple forecasts, but are still quite novel and will require additional theoretical and application evaluation to determine their efficacy and utility in ecological forecasting. For example, the closed-form multivariate D-M test appears to require extensive quantities of data, although finite sample corrections exist (Christensen et al. *unpublished*).

**Ensemble Building**

We turn our attention now to the task of building ensemble models by aggregating components of our base model set. Ensembles are important for providing a coherent forecast while embracing model uncertainty (Gneiting and Raftery 2005, Dietz 2018, Dietze et al. 2018). Perhaps unsurprisingly, the literature on ensemble construction is broad (Dormann et al. 2018), so we focus here on the (still extensive) tools proposed for forecasting specifically. There is no globally optimal ensemble-building method; rather, specific situations call for particular methods (Winkler 1986, Gneiting and Katzfuss 2014) and it will often be worthwhile to construct multiple ensemble models (Ray and Reich 2018). However, caution must be exercised in selecting ensemble building tools, as even commonly used methods have limitations that are often not fully appreciated (Hora 2004, Gneiting et al. 2005, Tebaldi and Knutti 2007, Yao et al. 2018). Here we discuss ensembles of quantitative predictions, although the concepts carry over to classification predictions. And given the context of probabilistic ecological forecasting, we focus on building ensembles that produce probability distributions (as CDFs or PDFs/PMFs).

*Simple averaging*

Generally, the most basic ensemble model is a naïve, equal-weighted average of all models included in the system (Table 3). Although simple, the equal-weight ensemble provides an informative benchmark against which more complex ensembles can be compared (Hora 2010, Ranjan and Gneiting 2010, Ray and Reich 2018). Interestingly, in some situations, the simple equal-weight average ensemble can even be one of the better models from the full set (McGowan et al. 2018). The next step up in complexity is to use unequal weighting, for example based on the predictive performance of the models over the training data set (Table 2), which gives more weight to the models that were better during validation, but does not properly account for model uncertainty and assumes that all models were on equal footing before the validation procedure.

*Bayesian model averaging*

Bayesian model averaging (BMA) accounts for model uncertainty and pre-existing information about the skill of models by including a prior distribution on the set of possible models and integrating over it in producing the posterior distribution of interest (Table 3; Draper 1995, Hoeting et al. 1999). As such, it provides a powerful approach for ensemble building, producing ensembles that are more skilled in a likelihood sense than all of the solo models (Madigan and Raftery 1994, Raftery et al. 2005). In the context of flexibly focused forecasting, BMA can operate on any utility to calculate model probabilities, and so it is possible to construct an ensemble based on scoring functions other than the log score.

Although BMA is a powerful and popular technique in forecasting (Dietz et al. 2018), it does exhibit some critical limitations. Importantly, despite often being compared to model combination techniques (like stacking, see *Stacked generalization*), BMA is actually more akin to a soft version of Bayesian Model Selection (BMS), operating under the assumption that the true model exists within those included (Minka *unpublished*). Formally, this means that BMA is appropriate under a model set (as defined in **Appendix A**) that is *closed* (includes the true data generating model, DGM) but not under a model space that is *complete* (could include the DGM but does not) or *open* (could not include the DGM, for example because it is too complex; Bernardo and Smith 1994, Monteith et al. 2011, Yao et al. 2018). In the open and complete cases, BMA will asymptotically select the one model that is best with respect to its score, resulting in a winner being selected rather than an ensemble being made from multiple models (Yao et al. 2018). Indeed, as sample size increases, BMA actually converges on BMS, thus the problem becomes worse with more data. This is clearly a concern in a forecasting space, where data streams grow over time under the prequential approach. Further, the marginal likelihood (and thus model posterior) is sensitive to the prior used within each model, which can result in among-model bias and related issues (Yao et al. 2018).

*Stacked generalization*

A dominant method of forecast ensemble building is known as stacked generalization (or *stacking*), which involves formalizing the ensemble as a meta-model of the component models (Table 3, Wolpert 1992, Breiman 1996, Clarke 2003, Gneiting and Katzfuss 2014). Stacking is often referred to as *model combination* or *aggregation* (Gneiting and Ranjan 2013) and is functionally a second-level model that takes the results of the main (first-level) models as given and combines them in an optimal fashion with respect to the training data (Wolpert 1992). Stacking is quite broad, notably here encompassing generalized regression models including non-homogeneous Gaussian and logistic regressions, which are commonly used in forecasting (Gneiting et al. 2005, Wilks 2006, Wilks and Hamill 2007). As with any statistical model, the mathematical and computational options for a stacking meta-model are vast and decisions should be based on the specific task at hand. In the context of probabilistic forecasting, a logical feature to base an ensemble upon is the resulting probability distribution (CDF, PDF/PMF) and it would be sensible to use the same scoring function (or set of functions) to evaluate the models for ensemble building as was used to score the component models for validation (Clarke 2003, Gneiting and Ranjan 2013, Yao et al. 2019).

As a tactical approach (Dormann et al. 2018), stacking models can be fit using a variety of methods, the most commonly used are cross-validation and maximum likelihood (Clarke 2003, Gneiting et al. 2005). The CDC, for example, uses leave-one-out cross-validation combined with a degenerate Expectation-Maximization routine to fit their implementation of model stacking (Ray and Reich 2018, Reich et al. 2019). Recent work has brought Bayesian tools to bear in stacking, with promising results (Table 3; Monteith et al. 2011, Clyde and Iversen 2013, Le and Clark 2017, Yao et al. 2018).

*Pooling equations*

Thus far, mirroring the forecasting literature, we have focused on ensembles based on weighted linear combinations of base models (a.k.a. a *linear pool*; Table 3). While these linear pools tend to perform better than individual models, they are actually suboptimal themselves because they are uncalibrated with respect to the observed distribution, even if the individual models were all properly calibrated (Hora 2004, Ranjan and Gneiting 2010). As a result, weighted linear combination ensembles fail to be flexibly dispersive, even in well-defined cases that call for it (Gneiting and Ranjan 2013, Gneiting and Katzfuss 2014). To address this shortcoming, non-linear recalibration methods have been developed, most notably the spread-adjusted and beta-transformed linear pool equations (Table 3; Dawid et al. 1995, Ranjan and Gneiting 2010, Gneiting and Ranjan 2013). However, it should be noted that in settings where training data are relatively scarce (often the case in ecological studies) a standard linear pool might be the optimal method, due to parsimony concerns, because estimating non-linear pooling equations requires more degrees of freedom (Gneiting and Ranjan 2013).

***WORKING HERE***

**Worked Example: Kangaroo Rat Population Counts**

Implementation

scoringRules package (Jordan et al. 2018a, Jordan et al. 2018b) in R (R Core Team 2018)

**Discussion**

Ongoing development of the field

Kernel Scoring: Further, there is ongoing development (albeit with minimal application to date) of general (e.g., kernel-based) scoring rules that admit an exceptionally wide range of possible strictly proper scoring functions (Dawid 1998, Dawid 2006, Gneiting and Raftery 2007)

Areas where ecological forecasting applications can help push the field generally

Validation for time series with non-linear dynamics and strong autocorrelation

Kernel scoring rules
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**Table 1**. Calculations of the Probability Integral Transform (PIT).

|  |  |
| --- | --- |
| Type | Equation |
| Continuous Original |  |
| Discrete Randomized | where ) |
| Discrete Non-randomized |  |

: sample, : predictive distribution, : observed value, : cumulative distribution function.

The original and randomized discrete individual PIT values are calculated observation-by-observation, whereas the non-randomized PIT is constructed in aggregate by integrating the CDF of the conditional randomized PIT () over the observed values (Czado et al. 2009).

**Table 2.** Commonly used scoring rules, all defined as positively oriented.

|  |  |
| --- | --- |
| Name | Formula |
| Log |  |
| Quadratic (Brier) |  |
| Power |  |
| Spherical |  |
| Pseudo-spherical |  |
| Ranked Probability |  |

: sample, : predictive distribution, : observed value, : cumulative distribution function, : probability density or mass function, : -norm of (), : generalization parameter, : the characteristic function (). For continuous variables, summations are replaced with integrals.

**Table 3.** Probabilistic forecasting ensemble calculations.

|  |  |
| --- | --- |
| Name | Equation |
| Naïve | where |
| Simple weight | where |
| BMA | where |
| Stacking | where |
| Bayesian Model Stacking | where |
| Spread-adjusted linear pool | where can be any of the above equations and can be 0 |
| Beta-transformed linear pool | where can be any of the above equations and can be 0 |

: model (in total), : sample, : predictive distribution, : CDF, : PDF or PMF, : weight of model (all , and ), : score of across the training data set, : prior distribution of the models, : additive error term (can be a complex term, as in non-homogeneous regression, Gneiting et al. 2005), : observed value, : beta function with parameters and , , and : unique median of . All methods are written as dynamic across samples; simplified versions integrate (average) across samples.
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**APPENDIX A**

*Statistical Definition of a Probabilistic Forecast*

The distributions from all potential models (the distributions explicitly explored as the model set, as well as distributions for all other models that *could have been* evaluated but were not, which are part of the model space) and the generating distribution , (which may or may not be incorporated in the models) form the sample space . Then, defines a workable set of distributions on , in that it is closed under countability and complementarity ( is a “-algebra” of ) and is a general convex class of probability measures that exist on . A probabilistic forecast for our ecological variable is then any measure that exists on .

*Further Background on Scoring Rules*

A scoring function must be defined on the sample space and be able to take values on the extended real line (including negative and positive infinity), (Good 1952, de Finetti 1962). Scoring functions tend to be real-valued in their output, but can allow for infinite values for scores, as the logarithmic rule does (Good 1952). However, a scoring function must be measurable with respect to (the workable space) and *quasi-integrable* (have a defined integral for at least one of its positive or negative parts; Bauer 2001) with respect to all of (the full class of possible convex probability measures) (Winkler 1967, Savage 1971, Gneiting and Raftery 2007).

Recognizing that the actual observations are a single realization of the true process, the expected value of across the distribution of possible observations is

A1

Further, although scoring rules are generally framed in terms of probabilistic distributions, they are still defined under the case of a point forecast. For example, a scoring function can be used to measure the score for an observed value and the expected value of the forecast distribution:

A2

A key set of characteristics about scoring rules are encompassed in the concept of *propriety* (Winkler 1977, Dawid 1998, Gneiting and Raftery 2007). If a scoring rule is *proper*, then the function is convex and the maximal (best) score value is achieved by using the true generating probability distribution (Brier 1950, Good, 1952, Winkler and Murphy 1968). That is, is proper if

for all and A3

Proper scoring rules encourage honest forecasts that maximize reward (de Finetti 1962, Winkler 1977, Garthwaite et al. 2005). Further, a *strictly proper* scoring rule requires a strictly convex scoring function with a unique maximum, which must score a forecast distribution as best if, and only if, the distribution suggests the observed value as the forecast (Savage 1971, Gneiting and Raftery 2007). The score’s unique optimum is then located at the true distribution:

if and only if A4

The propriety of scoring functions holds through linear (additive and multiplicative) transformations. That is, if is a proper or strictly proper scoring rule defined for a probability distribution and observation , and is

A5

then is also proper or strictly proper, as long as and is integrable with respect to .

*Standard Deviation Estimates in the Diebold-Mariano Test*

Diebold and Mariano (1995) defined the general equation for the standard deviation estimate as

A6

where is a consistent estimator of the variance. If the forecasts’ score values are independent, a simple equation can be used for :

A7a

In the presence of autocorrelation, becomes the weighted sum of the sample covariances:

A7b

where is the lag window, is the truncation lag, and

A8

(Diebold and Mariano 1995, Diebold 2015). These approximations can require substantial test data sizes to ensure robustness and bootstrapping (permutation) approaches to the D-M test can mitigate sample size issues (D’Agostino et al. 2012).

*Empirical Calculation of Continuous Ranked Probability Score*

Historically, computation of the Continuous Ranked Probability Score proved difficult (Krüger et al. 2019). However, recent work has shown that it can be empirically calculated as

A9

where and are independent random variables with distribution Gneiting and Raftery 2007). This calculation can be approximated using a series of draws from , , such as from MCMC (Gneiting and Raftery 2007, Krüger et al. 2019):

A10
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