# Labeled Data, Cluster-invariant Loading

Before doing clustering, I need to see if the model fitting for labeled data is fine. See the models and fitting details in [MCMC\_LDS\_v3.docx](https://github.com/weigcdsb/state-space-clustering/blob/main/documents/models/MCMC_LDS_v3.docx). In current model, the loading, i.e. and in , are cluster-independent. They only depends on the index of observation: even the cluster assignment of neuron changes, the loading will not change.

Here, I show the fitting results for (1) no constraints on Q (code: [sim\_LDS\_noConstraint.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/sim_LDS_noConstraint.m)), (2) block-diagonal Q (code: [sim\_LDS\_blockDiag.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/sim_LDS_blockDiag.m)) and (3) diagonal Q (code: [sim\_LDS\_diag.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/sim_LDS_diag.m)). In the simulation, there are 3 clusters, with 10 neurons in each cluster. The number of recording step is 1000. 2 latent vectors for each cluster.

The results are mean of iteration from 50 to 100. From top to bottom, there are 3 fitting results: (1) overall mean firing rate for 30 neurons with 1000 steps; (2) the latent vectors for each cluster and (3) the linear dynamic matrix to show inner- and inter-population relationships.

|  |  |  |
| --- | --- | --- |
| Full Q | Block-diagonal Q | Diagonal Q |
|  |  |  |
|  |  |  |
|  |  |  |

Since the dimension of latents is not large, the speed for these 3 are nearly the same.

The overall fitting for mean firing rate is perfect, but the pattern for the latents and linear dynamics are not OK. That means the simulation is bad: it’s unidentifiable. I further force all observations belong to single cluster, with block-diagonal Q model. The results are here:

|  |  |  |
| --- | --- | --- |
|  |  |  |

The overall fitting are still perfect. **That means the pattern can be purely captured by cluster-independent loading.** This will ruin the clustering. Maybe I need to find a better simulation example such that everything is identifiable.

# Unlabeled Data, with Known Loading

Before fix the problem caused by cluster-invariant loading, I first tried to do clustering based on known loading and . If this works fine, the remaining problem is just loading-related issue.

I use the same simulation setting and do clustering with both MM ([LDS\_MM\_demo.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/LDS_MM_demo.m)) and DP ([LDS\_DP\_demo.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/LDS_DP_demo.m)). The four results are shown in gifs:

1. MM, start from 1 cluster, number of cluster (K) = 4: [noLoading\_MM\_below.gif](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/gif/noLoading_MM_below.gif)
2. MM, start from N clusters (each neuron form a single cluster, K = N): [noLoading\_MM\_above.gif](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/gif/noLoading_MM_above.gif)
3. DP, start from 1 cluster, alpha = 1: [noLoading\_DP\_below.gif](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/gif/noLoading_DP_below.gif)
4. DP, start from N clusters, alpha = 1: [noLoading\_DP\_above.gif](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/gif/noLoading_DP_above.gif)

Everything works fine. So let’s deal with loading.

# Labeled Data, Cluster-dependent Loading

To make the loading and depend on cluster assignment, I add one more layer to distribution of loading, as shown in [MCMC\_LDS\_v4.docx](https://github.com/weigcdsb/state-space-clustering/blob/main/documents/models/MCMC_LDS_v4.docx). The simulation results are here. The only difference is that the loadings are generated based on cluster assignment. Se code in [sim\_LDS\_blockDiag\_v2.m](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/sim_LDS_blockDiag_v2.m). Here I just use the block-diagonal Q version. The results are means of iteration 50 to 100.

|  |  |  |
| --- | --- | --- |
|  |  |  |

Well, again the overall fitting is perfect again, but others are not very good. That suggests the unidentifiable simulation.

Anyway, let’s see what will happen when using the cluster-dependent loading for clustering.

# Unlabeled Data, with Unknown Cluster-dependent Loading

I just use MM with K = 4 and start from single cluster. The results: [loading\_MM\_below.gif](https://github.com/weigcdsb/state-space-clustering/blob/main/LDS/cluster/gif/loading_MM_below.gif).

Well, I have to say the algorithm is unrobust now. Sometimes, the adaptive filtering will fail and sometimes the Newton-Raphson will fail. But this simulation just shows some potentials…