**毕设题目：**针对动态神经网络的显存管理优化

**目的要求：**深度神经网络随着计算设备能力的增强变得越来越流行，并在许多方面取得了令人惊叹的进展，例如计算机视觉，自然语言处理。虽然设备的计算能力是在不断地增强，但是设备上的高带宽内存往往是有限的，例如在NVIDIA P100上只有16GB的显存。在一开始的计算机视觉领域，深度神经网络往往都是静态的，也就是说在还没有运行之前就能看到神经网络的整个结构，所以针对这种静态深度神经网络，现在有一些工作是通过分析该静态神经网络来做一些显存管理优化，但是对于像自然语言处理等新兴领域往往都是一些动态神经网络，它的结构会和输入有关，因此，在没有运行之前是不能获得网络结构信息，从而导致之前的工作并不能适用。因此，针对动态神经网络需要有一套新的显存管理方案来容纳更大的神经网络并保证较好的训练性能。

**主要内容：**分析现有的动态神经网络的训练过程相对于静态神经网络的不同，并提取其关键特征，针对这些特征提出一套专有的显存管理方案，使得在实现较高内存占用减少的情况下，保持较好的训练性能。

**预期目标：**

1. 了解深度神经网络及其训练过程的内存使用特征。

2. 理解现有针对深度神经网络的显存管理方法的缺点与不足。

3. 能够针对现有典型的动态神经网络实现在30%-40%的内存占用减少情况下，训练的性能损失在20-30%以内。
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**毕设题目：**高效时序数据库存储结构的设计与实现

**课题来源：**随着互联网和物联网的快速发展，时间序列数据成爆发式增加。高精度，高采样率测量时间序列的增加给现有的时间序列数据库带来了问题。这些数据库既不能满足吞吐量需求，也不能提供处理时序数据所必要的查询能力。时序数据存储结构设计是时序数据库设计中最重要的部分，时序数据库具有独特的数据特征和应用需求，使得压存储结构的设计在读写性能等方面存在很大的提升空间。

**目的要求：**查阅本课题国内外的相关论文和资料，总结传统数据库的存储结构在处理大量时间序列数据的局限和局限，并设计一种基于时序数据特征的高效的存储结构。

通过毕业论文的设计写作培养和提高学生对所学理论、知识和技能的运用能力，加强学生创新意识、创新能力和创新精神的培养，同时培养学生实事求是的科学精神、严肃认真的工作态度和良好的工程设计能力，并培养学生的创新意识和创新精神，继承和发现探索与创造的能力，加强学生的主观能动性与团队合作交流精神。

**主要内容：**

1. 总结时序数据和时序数据库的特征

2. 传统数据库和时序数据库的存储结构研究现状

3. 基于时序数据特征的存储结构的设计

4. 实现并优化时许数据库存储结构

**预期目标：**总结传统数据库的存储结构在处理大量时间序列数据的局限和局限，设计并实现一种基于时序数据特征的高效的存储结构。
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**毕设题目：**基于并行计算架构的大规模图平衡着色算法

**目的要求：**在并行计算应用中，图着色算法被广泛用来识别并行计算的独立任务的子集。传统的启发式着色方法旨在减少颜色的数量，因为该数量也对应于应用程序中迭代步骤的数量。但是，如果生成的颜色类存在明显的差异，则会导致计算负载不均、硬件资源的利用效率低下等问题。均匀着色是一种理论上的着色公式，它保证了颜色类之间的完美平衡，在实际应用中往往会对均匀着色进行一定的松弛处理，这种被松弛处理的均匀着色被称为平衡着色。本课题旨在重新审视并行计算环境中均衡着色的问题，拟提出并设计一种基于并行计算架构的平衡图着色算法，在不增加颜色数的前提下保证各颜色块中顶点数量的均衡，帮助程序开发人员提高应用程序的并行性能。

**主要内容：**

1. 了解GPU体系结构以及开发环境的配置，并学习CUDA编程方法
2. 理解大规模图着色算法
3. 熟悉并行消息通信方法
4. 实现一种基于GPU的平衡着色算法，并能照顾到GPU访存模式，尽可能充分利用GPU的计算能力

**预期目标：**

1. 了解GPU体系结构以及CUDA编程方法
2. 理解平衡着色算法
3. 掌握需求分析和系统设计方法
4. 掌握项目研发流程和规范，熟悉系统项目的研发生命周期，掌握开发的过程和方法
5. 设计并实现一种基于并行计算架构的平衡着色算法
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