1. 每一个时间点都是一个交通状态s。
2. 神经网络要输出的就是每一个交通状态下的Q值，代表衡量从这个状态发展下去的优劣度。
3. 所使用的代表状态s的特征是[速度\_s、延迟时间\_s、行程时间\_s、气温\_s、降水概率\_s],

如果下一个状态s\_的特征是[速度\_s\_、延迟时间\_s\_、行程时间\_s\_、气温\_s\_、降水概率\_s\_],那么对应的选择行为就是[速度\_s、延迟时间\_s、行程时间\_s、气温\_s、降水概率\_s]减去[速度\_s\_、延迟时间\_s\_、行程时间\_s\_、气温\_s\_、降水概率\_s\_], 得到的各位置的值正为1，负为0，从而将行为离散化（范围是0-2^5, 选择的行为离散化向量[0,1,0,.....]化成整数即代表所在输出向量的维度。）。

所得到的奖励用延迟时间的差值来表示=延迟时间\_s - 延迟时间\_s\_。

1. 所采用的神经网络功能为输入s,，输出Q(a：s)，要输出神经元个数，即输出向量维度为2\*n\_features = 32。
2. 记忆池的存储结构是[n\_features, a, r, n\_features\_].

6、预测未来情况时，输入当前状态，输出未来各种可能性下的Q\_value,选取最大的一个就行了，其实这里的Q\_value指代的就是交通通畅指数，而不是交通拥堵指数。

**DRQN的算法步骤：**

1、初始化DRQN网络结构，参数是![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEFCQAAAAD0XgEACQAAAycBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABEwAAACYGDwAcAP////8AAAAAEAAAAMD////G////AAEAAGYBAAALAAAAJgYPAAwATWF0aFR5cGUAACAABQAAAAkCAAAAAgUAAAAUAmABLgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBFdWNsaWQgU3ltYm9sAAosAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAABxAAADggAAACYGDwD6AE1hdGhUeXBlVVXuAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA0V1Y2xpZCBTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEuANxAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADRBIoAAAAKAOMYZnfjGGZ30QSKAPjVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，初始化目标网络，参数![](data:image/x-wmf;base64,183GmgAAAAAAAAAE4AECCQAAAADzWwEACQAAA5sBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQAEEwAAACYGDwAcAP////8AAAAAEAAAAMD///+1////wAMAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAACAABQAAAAkCAAAAAgUAAAAUAvQA+gAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAnALwBBQAAABQCoAEuABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEEV1Y2xpZCBTeW1ib2wACiYAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAcXHKAgADBQAAABQCoAGKARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEEV1Y2xpZCBTeW1ib2wACg8AAAoAAAAAACnwVXdAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPQAAA5EAAAAmBg8AGAFNYXRoVHlwZVVVDAEFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNFdWNsaWQgU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQMAHAAACwEBAQACAIInAAAACgIEhj0APQIEhLgDcQAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDu0QSKAAAACgDNDWbuzQ1m7tEEigD41RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。

2、初始化贪心系数epsilon,学习率learning\_rate,reward衰减系数gamma,迭代次数Episodes,每一个episode的迭代轮数T，训练batchsize，神经网络参数轮换周期transter\_cycle，

3、for episode in Episodes do

初始化交通状态S*t*  = ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAICCQAAAADTXQEACQAAA2EBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////QAEAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMB0gAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAwALwBBQAAABQCgAFAABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcwAAA4oAAAAmBg8ACgFNYXRoVHlwZVVV/gAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNFdWNsaWQgU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3MAAwAbAAALAQACAIgwAAABAQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ai9EEigAAAAoA1RVmi9UVZovRBIoA+NUZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

For t 从0到T;

1>选择行为（输出一个整数，范围在（0到2^n\_features-1））：以1-epsilon的概率选择![](data:image/x-wmf;base64,183GmgAAAAAAAAAPQAIACQAAAABRUwEACQAAA0QCAAACAMMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAPEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////wA4AAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoABHwMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAAFgAAADIKAAAAAAoAAABhcmdtYXgoLHwpqAB+APwAJgGoAMACjwGYAVABAAMFAAAAFALjAfIAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAB0YXQA+AYDA7wBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAYVFzYXUIsAGPAQADBQAAABQCgAGADRwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEEV1Y2xpZCBTeW1ib2wACokAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAceoAAwUAAAAUAoABqwEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBFdWNsaWQgU3ltYm9sAAqeAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAPDAAAAJgYPAHwBTWF0aFR5cGVVVXABBQEABgBEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDRXVjbGlkIFN5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINhAAMAGwAACwEAAgCDdAAAAQEACgIEhj0APQICgmEAAgCCcgACAIJnAAICgm0AAgCCYQACAIJ4AAMAGwAACwEAAgCDYQAAAQEACgIAg1EAAgCCKAACAINzAAMAGwAACwEAAgCDdAAAAQEACgIAgiwAAgCDYQACAIJ8AAIEhLgDcQIAgikAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAP3RBIoAAAAKAOINZv3iDWb90QSKAPjVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，epsilon的概率随机选择行为![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAICCQAAAADTXQEACQAAA2EBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////QAEAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMB8gAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAB0EbwBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYQAAA4oAAAAmBg8ACgFNYXRoVHlwZVVV/gAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNFdWNsaWQgU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2EAAwAbAAALAQACAIN0AAABAQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AqdEEigAAAAoA4xFmqeMRZqnRBIoAmNAZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

2>行为确定好后，在数据表中找到符合这个行为的所有状态s\_all,然后再s\_all中随机选择一个作为![](data:image/x-wmf;base64,183GmgAAAAAAAGACQAIBCQAAAAAwXgEACQAAA8sBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmACEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////IAIAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBuQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAx6bwBBQAAABQC4wHOABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAy8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHMAAAMFAAAAFALjAR0BHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQRXVjbGlkIFN5bWJvbAAKEwAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArALwBkAAAACYGDwAVAU1hdGhUeXBlVVUJAQUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA0V1Y2xpZCBTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDcwADABsAAAsBAAIAg3QAAgSGKwArAgCIMQAAAQEAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBi0QSKAAAACgCEEmZihBJmYtEEigD41RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)（如果在s\_all中找不到符合条件的，则重新确定行为），然后根据S*t*以及![](data:image/x-wmf;base64,183GmgAAAAAAAGACQAIBCQAAAAAwXgEACQAAA8sBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmACEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////IAIAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBuQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAx6bwBBQAAABQC4wHOABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAy8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHMAAAMFAAAAFALjAR0BHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQRXVjbGlkIFN5bWJvbAAKEwAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArALwBkAAAACYGDwAVAU1hdGhUeXBlVVUJAQUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA0V1Y2xpZCBTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDcwADABsAAAsBAAIAg3QAAgSGKwArAgCIMQAAAQEAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBi0QSKAAAACgCEEmZihBJmYtEEigD41RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)来计算奖励![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAIFCQAAAAAUXQEACQAAA2EBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkABEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////AAEAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBpAAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAB067wBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcnkAA4oAAAAmBg8ACgFNYXRoVHlwZVVV/gAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNFdWNsaWQgU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg3IAAwAbAAALAQACAIN0AAABAQAAAAsAAAAmBg8ADAD/////AQAAAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGdEEigAAAAoA2AxmGdgMZhnRBIoA+NUZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

3>将经验（![](data:image/x-wmf;base64,183GmgAAAAAAACAHQAIBCQAAAABwWwEACQAAAzICAAACALoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAHEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////4AYAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBcgYcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAxALwBBQAAABQCgAE/ARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAALCwsALkBawEAAwUAAAAUAuMBzgAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAHR0dHS5AWsBlQG8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHNhcnOPAbkBcQEAAwUAAAAUAuMB1gUcAAAA+wIi/wAAAAAAAJABAAAAAQACABBFdWNsaWQgU3ltYm9sAAp7AAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACvsvAG6AAAAJgYPAGkBTWF0aFR5cGVVVV0BBQEABgBEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDRXVjbGlkIFN5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINzAAMAGwAACwEAAgCDdAAAAQEACgIAgiwAAgCDYQADABsAAAsBAAIAg3QAAAEBAAoCAIIsAAIAg3IAAwAbAAALAQACAIN0AAABAQAKAgCCLAACAINzAAMAGwAACwEAAgCDdAACBIYrACsCAIgxAAABAQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKrRBIoAAAAKAOsHZqrrB2aq0QSKAPjVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）放入记忆池中，

4>随机拿出batchsize个数据，分别计算q\_eval以及q\_next

5>构造![](data:image/x-wmf;base64,183GmgAAAAAAACASQAIACQAAAABxTgEACQAAA7YCAAACAM8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiASEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////4BEAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBGQocAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACgAAADIKAAAAAAIAAAAxMdYDvAEFAAAAFAKAAVsGHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAAEgAAADIKAAAAAAcAAABtYXgoLHwpACYBqAC9A4wCmAFQAQADBQAAABQC4wE+AxwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAdGF0NsYFAAS8AQUAAAAUAoABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAHlyUXNhAHYC8gewAYwCAAMFAAAAFAKAAUcFHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQRXVjbGlkIFN5bWJvbAAKOAAACgAAAAAAKfBVd0AAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABncU0LAAMFAAAAFALjAX0JHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQRXVjbGlkIFN5bWJvbAAKaQAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAArK9YDvAEFAAAAFAKAAVoBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQRXVjbGlkIFN5bWJvbAAKOQAACgAAAAAAKfBVd0AAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9K4sCAAPPAAAAJgYPAJQBTWF0aFR5cGVVVYgBBQEABgBEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDRXVjbGlkIFN5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN5AAIEhj0APQIAg3IAAwAbAAALAQACAIN0AAABAQAKAgSGKwArAgSEswNnAgKCbQACAIJhAAIAgngAAwAbAAALAQACAINhAAIEhisAKwIAiDEAAAEBAAoCAINRAAIAgigAAgCDcwADABsAAAsBAAIAg3QAAgSGKwArAgCIMQAAAQEACgIAgiwAAgCDYQACAIJ8AAIEhLgDcQIAgikAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAB3RBIoAAAAKADcLZh03C2Yd0QSKAPjVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) 🡺 q\_target

6>根据q\_eval以及q\_target,反向传播提升网络q

7>如果迭代次数为transter\_cycle的整数倍，就更新![](data:image/x-wmf;base64,183GmgAAAAAAAAAE4AECCQAAAADzWwEACQAAA5sBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAQAEEwAAACYGDwAcAP////8AAAAAEAAAAMD///+1////wAMAAJUBAAALAAAAJgYPAAwATWF0aFR5cGUAACAABQAAAAkCAAAAAgUAAAAUAvQA+gAcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAnALwBBQAAABQCoAEuABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEEV1Y2xpZCBTeW1ib2wACiYAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAcXHKAgADBQAAABQCoAGKARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEEV1Y2xpZCBTeW1ib2wACg8AAAoAAAAAACnwVXdAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPQAAA5EAAAAmBg8AGAFNYXRoVHlwZVVVDAEFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNFdWNsaWQgU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQMAHAAACwEBAQACAIInAAAACgIEhj0APQIEhLgDcQAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDu0QSKAAAACgDNDWbuzQ1m7tEEigD41RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

当前状态 = ![](data:image/x-wmf;base64,183GmgAAAAAAAGACQAIBCQAAAAAwXgEACQAAA8sBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmACEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////IAIAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBuQEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAACQAAADIKAAAAAAEAAAAx6bwBBQAAABQC4wHOABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwVXdAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdAy8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8FV3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHMAAAMFAAAAFALjAR0BHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQRXVjbGlkIFN5bWJvbAAKEwAACgAAAAAAKfBVd0AAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAArALwBkAAAACYGDwAVAU1hdGhUeXBlVVUJAQUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA0V1Y2xpZCBTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDcwADABsAAAsBAAIAg3QAAgSGKwArAgCIMQAAAQEAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBi0QSKAAAACgCEEmZihBJmYtEEigD41RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

达到单轮次game最大迭代次数T时停止该轮次训练，重新回到交通状态初始化阶段。

4、备注：需要记录的是，每次更新Q时的损失loss.