Report

**Section A – Code Implementation**

I have completed the neural network and layers according to the requirements. The specific implementation procedure are as follows:

1. For the layers.py:

Dense layer -compute\_activation: It is implemented by computing the matrix multiplication of the input x and the weight matrix w.

Dense layer -compute\_gradient: The gradient of w is implanted by the matrix multiplication of the gradient of the output and the input data of this layer. The gradient of b is calculated as the matrix multiplication of the gradient of the output and a matrix with the shape of (1, batch\_size) with elements of all ones. The input error gradient is computed as the multiplication of the matrix of the gradient of the output and the weight matrix. All computations are done by using inner functions of the numpy package.

Dense layer -update\_weights: The weights are updated by SGD. The new weights equal to the original weights minus the learning\_rate \* gradient of weights in their respective layers.

1. For the neural\_network.py:

NeuralNet – compute\_activations: It is done by iterating over all the layers and feeding the input of the following layer with the output of its previous layer.

NeuralNet – compute\_gradients: It is also done in an iterative way. The gradients are passed from the end the network to the start of the network by calling the compute\_gradient and set\_gradient function in each layer.

NeuralNet -update\_weights: It is done by calling all the update\_weights function in each layer.

**Section B – Result**

1. For the regressor problem, loss is :

[Epoch 0]: loss: 11.849840680207045

[Epoch 0]: loss: 8.497981890189003

[Epoch 0]: loss: 5.328049060438643

[Epoch 50]: loss: 0.09140990585249589

[Epoch 50]: loss: 0.06283183778140382

[Epoch 50]: loss: 0.10397231051365105

[Epoch 100]: loss: 0.08351043968593128

[Epoch 100]: loss: 0.05309422256241874

[Epoch 100]: loss: 0.08520996548332978

[Epoch 150]: loss: 0.07758266991455717

[Epoch 150]: loss: 0.048325053942393295

[Epoch 150]: loss: 0.07726032493362645

[Epoch 200]: loss: 0.07034483556238813

[Epoch 200]: loss: 0.04322272883085659

[Epoch 200]: loss: 0.07005388245330851

[Epoch 250]: loss: 0.06260327416419362

[Epoch 250]: loss: 0.037941043352188786

[Epoch 250]: loss: 0.06273526894497457

[Epoch 300]: loss: 0.0548465230927541

[Epoch 300]: loss: 0.03276873195956387

[Epoch 300]: loss: 0.05546474746756004

[Epoch 350]: loss: 0.047452478331411245

[Epoch 350]: loss: 0.02797068036362642

[Epoch 350]: loss: 0.04854943284639317

[Epoch 400]: loss: 0.04071799052760981

[Epoch 400]: loss: 0.02375269364294281

[Epoch 400]: loss: 0.042262877855952924

[Epoch 450]: loss: 0.03483529869541965

[Epoch 450]: loss: 0.02023478814721664

[Epoch 450]: loss: 0.03678604400341678

[Epoch 500]: loss: 0.029884499581138767

[Epoch 500]: loss: 0.017446934787788054

[Epoch 500]: loss: 0.032193808988814354

[Epoch 550]: loss: 0.025849453195467244

[Epoch 550]: loss: 0.015345025376272577

[Epoch 550]: loss: 0.02846897519896875

[Epoch 600]: loss: 0.022647128783939315

[Epoch 600]: loss: 0.01383710428702269

[Epoch 600]: loss: 0.025530250540547802

[Epoch 650]: loss: 0.02015880277630478

[Epoch 650]: loss: 0.012809927301005022

[Epoch 650]: loss: 0.023262353775251314

[Epoch 700]: loss: 0.01825555382740656

[Epoch 700]: loss: 0.012149685985266657

[Epoch 700]: loss: 0.021540699864438982

[Epoch 750]: loss: 0.016815272052400403

[Epoch 750]: loss: 0.01175491228202599

[Epoch 750]: loss: 0.020247847382716858

[Epoch 800]: loss: 0.015731720100385645

[Epoch 800]: loss: 0.011542400524165861

[Epoch 800]: loss: 0.019282190516149773

[Epoch 850]: loss: 0.014917690496398166

[Epoch 850]: loss: 0.011448183215989859

[Epoch 850]: loss: 0.018560889250202182

[Epoch 900]: loss: 0.014304508796368642

[Epoch 900]: loss: 0.011425656220884707

[Epoch 900]: loss: 0.018019246593232223

[Epoch 950]: loss: 0.013839696185046943

[Epoch 950]: loss: 0.011442471572962139

[Epoch 950]: loss: 0.017608315145293724

Validation Loss 0.011963719361285076

1. For the prime classifier, the loss is:

[Epoch 0]: validation loss: 0.20127979, validation accuracy: 69.43%

[Epoch 1]: validation loss: 0.11581653, validation accuracy: 85.94%

[Epoch 2]: validation loss: 0.09948711, validation accuracy: 87.44%

[Epoch 3]: validation loss: 0.09273907, validation accuracy: 88.30%

[Epoch 4]: validation loss: 0.08897993, validation accuracy: 88.72%

[Epoch 5]: validation loss: 0.08652826, validation accuracy: 89.06%

[Epoch 6]: validation loss: 0.08472717, validation accuracy: 89.32%

[Epoch 7]: validation loss: 0.08315523, validation accuracy: 89.39%

[Epoch 8]: validation loss: 0.08117772, validation accuracy: 89.68%

[Epoch 9]: validation loss: 0.07827912, validation accuracy: 90.09%

[Epoch 10]: validation loss: 0.07484797, validation accuracy: 90.62%

[Epoch 11]: validation loss: 0.07118534, validation accuracy: 91.22%

[Epoch 12]: validation loss: 0.06739957, validation accuracy: 91.82%

[Epoch 13]: validation loss: 0.06351675, validation accuracy: 92.39%

[Epoch 14]: validation loss: 0.05953572, validation accuracy: 92.90%

[Epoch 15]: validation loss: 0.05560661, validation accuracy: 93.60%

[Epoch 16]: validation loss: 0.05196045, validation accuracy: 94.12%

[Epoch 17]: validation loss: 0.04873159, validation accuracy: 94.46%

[Epoch 18]: validation loss: 0.04594967, validation accuracy: 94.72%

[Epoch 19]: validation loss: 0.04357872, validation accuracy: 94.92%

[Epoch 20]: validation loss: 0.04155667, validation accuracy: 95.21%

[Epoch 21]: validation loss: 0.03982112, validation accuracy: 95.45%

[Epoch 22]: validation loss: 0.03831892, validation accuracy: 95.65%

[Epoch 23]: validation loss: 0.03700730, validation accuracy: 95.79%

[Epoch 24]: validation loss: 0.03585224, validation accuracy: 95.96%

[Epoch 25]: validation loss: 0.03482659, validation accuracy: 96.07%

[Epoch 26]: validation loss: 0.03390858, validation accuracy: 96.12%

[Epoch 27]: validation loss: 0.03308090, validation accuracy: 96.21%

[Epoch 28]: validation loss: 0.03232983, validation accuracy: 96.32%

[Epoch 29]: validation loss: 0.03164452, validation accuracy: 96.39%

[Epoch 30]: validation loss: 0.03101625, validation accuracy: 96.47%

[Epoch 31]: validation loss: 0.03043786, validation accuracy: 96.51%

[Epoch 32]: validation loss: 0.02990342, validation accuracy: 96.58%

[Epoch 33]: validation loss: 0.02940791, validation accuracy: 96.62%

[Epoch 34]: validation loss: 0.02894711, validation accuracy: 96.68%

[Epoch 35]: validation loss: 0.02851736, validation accuracy: 96.73%

[Epoch 36]: validation loss: 0.02811557, validation accuracy: 96.75%

[Epoch 37]: validation loss: 0.02773900, validation accuracy: 96.78%

[Epoch 38]: validation loss: 0.02738531, validation accuracy: 96.83%

[Epoch 39]: validation loss: 0.02705240, validation accuracy: 96.88%

[Epoch 40]: validation loss: 0.02673845, validation accuracy: 96.93%

[Epoch 41]: validation loss: 0.02644183, validation accuracy: 96.95%

[Epoch 42]: validation loss: 0.02616109, validation accuracy: 96.98%

[Epoch 43]: validation loss: 0.02589496, validation accuracy: 96.99%

[Epoch 44]: validation loss: 0.02564228, validation accuracy: 97.04%

[Epoch 45]: validation loss: 0.02540203, validation accuracy: 97.04%

[Epoch 46]: validation loss: 0.02517329, validation accuracy: 97.03%

[Epoch 47]: validation loss: 0.02495521, validation accuracy: 97.04%

[Epoch 48]: validation loss: 0.02474705, validation accuracy: 97.06%

[Epoch 49]: validation loss: 0.02454812, validation accuracy: 97.08%

**Section C – Understanding of the prime\_classifer.py**

The code trains a neural network with batches. It could be concluded with the following steps:

1. First, data normalization and split the dataset into train and validation dataset.
2. Train the network in batches, each batch consists of 64 samples
3. Perform accuracy test on validation test
4. Save the model.