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| **1. 选题依据（选题的背景与意义、国内外研究现状）**  **1.1选题背景与意义**  随着互联网和信息技术的迅速发展和广泛应用，越来越多的信息呈现在我们面前。Facebook注册用户达10亿，存储着约100亿张照片；淘宝的注册用户和在线商品数量都达到了几亿，每天活跃的数据量超过50TB。有统计机构表示，全球数据的使用量将在到2020年达到约44ZB（10万亿亿字节=1ZB)，将涉及经济社会发展的各个领域。大数据时代带来资讯极度丰富的同时也造成了信息超载，使得用户需要花费大量的时间去筛选自己真正需要的信息。传统的搜索引擎（百度，Google)只能通过用户的输入搜索相关信息，它为不同用户反馈的结果都是一致的，并不能根据用户的偏好提供个性化的服务。  为了解决上述问题，推荐系统应运而生，是当前解决信息超载问题的十分有潜力的方法。个性化推荐系统是一种过滤信息的重要方式，它可以在用户没有明确需求或者是信息量过于庞大、杂乱的情况下，根据用户的历史浏览行为信息，分析用户的兴趣爱好和需求，在海量的信息中找到用户感兴趣的内容，并推荐给用户。通俗地讲，推荐系统可以将合适的信息（人或者物品）推荐给合适的人，即它可以推荐更加符合人们口味和喜好的结果[1,2]。  近几年来，个性化推荐技术已经被成功的应用于电子商务、视频音乐网站、社交、个性化阅读等多个领域，成为人们日常生活中不可或缺的一部分，国内具有代表性的有淘宝、京东、豆瓣等。广泛的市场应用需求推动了推荐技术的快速发展，如今的推荐技术主要包括基于内容的推荐、基于关联规则的推荐和协同过滤推荐。其中协同过滤推荐是研究最广泛，应用最成功的一种推荐技术，协同过滤技术根据两个或者多个用户对于某些项目（如网页或者商品）给出的评价，找到用户之间或项目之间的相似性，再根据相似性大小找到最相似的即用户最为感兴趣的项目，推荐给用户。  在数据呈现出爆炸性增长的趋势背景下，面对海量的数据，传统的单一节点的推荐（所有的计算和数据存储都在单一的节点上完成）已经出现了存储能力不足、计算能力不足的弊端无法满足推荐算法的计算需求。为了应对这一挑战，新一代的推荐算法大多采用了并行化处理的方式，以此来缩短学习建模的时间，提高推荐算法的性能和运行效率。  Apache Spark是专为大规模数据处理而设计的快速通用的计算引擎，是由UC Berkeley AMP Lab所开源的类Hadoop MapReduce的通用并行框架[3]。Spark平台具有Hadoop MapReduce的所有优点[4]。但与Hadoop不同的是Spark作业任务的计算结果和中间输出可以保存在内存中，从而不必多次读写分布式文件系统，减少了大量的I0开销，因此其在计算过程中处理速度明显优于Hadoop[5,6]。  本文在各种类型的推荐系统被广泛提出和实践的背景下，对协同过滤推荐技术的优缺点进行了研究和分析，发现在实际过程中，单一的推荐算法不能很好的保证推荐质量，混合推荐算法可以进一步减少预测误差，提高推荐结果的精确性。同时，将改进算法在Spark平台下进行并行化设计与实现，提高推荐算法的运行效率，使算法能更有效的满足推荐作业的即时性要求，因此具有重要的应用价值。  **1.2国内外研究现状**  **1.2.1推荐算法的研究现状**  个性化推荐中推荐算法是最重要的部分，一定程度上决定了推荐的准确度和推荐系统性能的好坏。近年来学术界越来越关注推荐算法的研究，提出了预测用户兴趣的多种方法。  国外对推荐系统的研究起步很早，提出了预测用户兴趣的多种方法。其中基于用户的协同过滤算法是应用最早的算法，1992年就已经在Tapestry系统中得到了应用[7]，接着Group Lens 研究小组在1994年将其应用在了新闻推荐中。之后Sarwar B等人在2005年提出了基于项目的协同过滤算法[8]，并且在Netflix网站中得到了广泛的应用。这两种协同过滤算法思路简单且易于实现，但算法的数据稀疏性、冷启动导致算法对数据集的依赖程度很高。Daniel Lemire于2005年提出了一种简单实用的Slope One协同过滤算法，该算法具有较小的空间以及时间复杂度，但也存在数据稀疏性、冷启动的问题。面对协同过滤算法存在的冷启动问题，研究者们提出了一种基于内容的推荐算法，其主要思想是从可推荐项目集合中选择那些与用户曾经喜欢的项目在内容上相似的项目[9]。由于不依赖评分记录，所以该算法不存在数据稀疏性、冷启动的问题，但因多媒体对象特征提取比较困难，无法将该算法应用在视频、音频等对象上。随着推荐算法的发展，有许多成熟的机器学习方法应用到了推荐领域。基于关联规则的推荐算法通过发掘不同项目之间的关联性形成一定的关联规则[10]，一个著名的案例就是沃尔玛发现的啤酒与尿不湿的关联性。该算法简单直观，不需要建立用户的偏好模型，但由于难以制定合理的推荐规则，使用在大型推荐系统中会使系统变得笨重。文献[11]提出了一种可以对评分记录不完整的矩阵进行分解的矩阵分解方法，不需要对评分矩阵估值填充，通过矩阵分解进行降维，提取出隐式特征，一定程度上解决了数据稀疏造成的计算误差，有很好的推荐精度。在Netflix推荐系统竞赛中的应用表明，该矩阵分解能产生准确的推荐[12]。文献[13]将聚类技术引入到了推荐算法中，通过对相似用户的聚类，减少最近邻用户的搜索范围来提高推荐系统的响应速度。随着微信等社交网络的普及，社会化推荐逐渐成为了推荐领域的研究重点[14]。该方法主要通过分析用户之间的共同兴趣形成不同的社会化关系网络，当网络中用户对某一项目感兴趣时，系统会将其感兴趣的项目推荐给同一社会化网络中的其他用户[15]。  在国内，黄义纯提出一种改进的Slope One算法，该算法同时考虑了用户共同评分个数以及项目之间相似度，并以两者的乘积为权重。其中项目之间相似度分别采用余弦相似度、修正余弦相似度和皮尔逊相似度进行求解[15]。刘毓针对协同过滤算法的推荐精度不足问题，以基于用户协同过滤算法为前提，使用皮尔逊相似性计算用户间相似度，利用Top-N方法对相似用户进行筛选，把最相似用户作为邻居集，再结合加权Slope One算法，预测项目评分[16]。李桃迎等人提出了基于用户兴趣遗忘函数和用户最近邻居筛选策略的改进方案[17]。王冉等人提出了一种结合三部图综合扩散的Slope One算法，由于三部图综合扩散算法同时经过用户节点和项目类别节点进行扩散，并且计算得到的项目之间的推荐度是非对称的，更能体现用户兴趣[18]。文献[19] 利用了用户相似性，项目相似性和项目属性的优势，对原加权Slope On算法进行了改进。覃幸新提出一种基于改进的项目相似性度量、改进的项目属性相似性度量和用户评分概率函数的多权值的Slope One协同过滤算法, 在项目相似性度量方面将共同评价的两个项目的用户数量和Pearson 相关系数相融合, 在项目属性相似性度量方面将修正的拉普拉斯平滑与 Jaccard 系数相结合, 同时利用用户评分概率函数对用户已有评分进行有效区分[20]。张圣筛通过改进项目属性相似性计算方法，并将项目自身属性与用户项目评分相结合计算新的项目相似度[21]。 王万良等人引入巴氏系数作为项目之间的相似性度量方法，分别在用户和项目两个维度上进行了改进，并且在用户维度采用聚类方法消除用户行为习惯差异[22]。 冯勇等人从项目自身的所属类型和项目的评分数据两方面来综合计算项目间的相似度关系，并在此基础上增加了项目筛选策略，达到了稳定评分差、获取局部较为密集的项目评分矩阵的目的[23]。  **1.2.2分布式计算的研究现状**  Hadoop是目前应用广泛的开源分布式计算框架之一，当前Hadoop主要包括一套名为HDFS的文件系统以及MapReduce计算框架。它将计算作业任务分发到集群的各个节点，不同的节点实现并行的计算，提高了算发的执行效率；并且它能够通过扩展集群节点的方式增加计算平台的的存储能力和计算能力，因此Hadoop是可伸缩的。正是由于这种特性，Hadoop已经被广泛的应用于大数据处理领域，部分研究人员也在Hadoop平台上实现了推荐算法的并化。如Zhao Zhidan等人在Hadoop平台上实现了基于用户相似度的协同过滤[24]，李改等人将矩阵分解推荐算法在Hadoop平台上实现了并行化[25]，郑键在其论文中实现了基于内存模型的协同过滤的并行化[26]。  传统的基于Hadoop的MapReduce只提供了Map和Reduce两个操作，并且处理逻辑隐藏在代码细节中，没有体现出整体逻辑，造成表达力欠缺使用难以上手的问题。在需要多次迭代的计算中由于/O访问过多影响了计算任务的执行效率。而Spark平台依托内存计算和迭代计算刚好弥补了这些需求，得到了开源社区以及广大企业的青睐，成为了大数据处理方向的研究重点。国内对于Spark的研究目前主要集中在一些互联网行业，例如，腾讯公司TDW（Tencent Distributed Data Warehouuse)数据仓库已经在预测用户的广告点击率、计算两个好友之间的共同好友数等业务案例上使用Spark替代原来的Hadoop MapReduce，并取得了很好的性能提升[27]。淘宝最初使用Mahout结合自己开发的MapReduce来解决阿里搜索和广告业务中的复杂机器学习，导致学习效率低，代码维护困难，后来采用了Spark解决需要多次迭代、计算复杂度高的算法，取得了很好的效果。优酷土豆在使用Hadoop集群的过程中发现在进行模拟广告投放及图计算等大数据量计算时迭代运算过程占用了大部分资源而且处理的速度很慢。后来采用Spark提高了模拟广告投放的计算效率高，减少了网络传输延迟（同hadoop比延迟至少降低一个数量级），目前优酷土豆在视频推荐、广告业务中已经广泛使用了Spark[28]。梁化强在Slope 0ne算法中融入相似性计算、活跃用户筛选和用户聚类等技术，通过在MovieLens数据集上进行试验验证，并比较算法在Spark和Hadoop平台并行化的运行效率，证实了该算法可以有效降低MAE[29]，郭霖以用户为前提的协同过滤和以情境为前提的后过滤模型给出协同过滤算法处理步骤，并在Spark平台运行[30]。李星利用Spark平台设计了一个基于物品的协同过滤算法的商品推荐系统，并将其应用在 MovieLens数据集上运行测试[3l]。 |
| **2．研究目标与内容**  **2.1研究目标**  本文主要研究Slope One协同过滤算法的改进以及改进算法在Spark平台的并行化设计与实现。首先，针对MovieLens数据集的数据稀疏性问题，通过原始的Slope One算法预测部分用户对物品的评分，通过填充评分矩阵解决数据稀疏性造成的冷启动问题；分析原始Slope One推荐算法存在的问题，对于其仅考虑共同评分用户之间的差值，没有考虑用户与项目之间的相关性以及项目之间相似性的缺点，引入用户项目之间的相关性以及项目之间的相似度改进Slope One算法，通过控制用户、项目相似性优化算法效果；最后，研究Spark计算框架的工作原理和运行架构。在此基础上，实现改进的Slope One算法在Spark平台的并行化运行，提高算法的运行效率和可扩展性，并通过实验对文中改进的算法进行预测准确性和并行性能评测。  **2.2研究内容**   1. 应用Slope One算法解决冷启动问题   Slope One 算法是基于不同项目之间的评分差的线性算法，是一种经典的基于用户-项目评分矩阵的推荐算法，该算法是一个增量算法，对评分较少的用户也可以产生推荐，同时准确度比传统的基于用户和项目的协同过滤算法要好，故本文采用 Slope One 算法来计算预测评分值。与其他类似推荐算法相比，它的最大优点在于算法很简单，易于实现，执行效率高，同时推荐的准确性相对较高。  数据稀疏性一直以来都是协同过滤算法的一大难题，目前已有的稀疏矩阵填充方法虽然可以使推荐系统的质量得到提升，但仍然难以完美解决协同过滤算法中存在的所有问题，比如空值填补法中若采用缺省值（即用户评分中值、均值、默认值 0）来回填数据，由于用户的未评分项不可能完全相同，导致信任度不高。本文就近邻评分数据过少，先通过原始数据得到初步的用户相似度和每个用户的近邻，利用 slope one 算法计算评分预测值来填充数据，并基于填充后的数据修正相似度和优化近邻选取集合，最终给出目标用户的推荐列表。   1. 改进Slope One算法   Slope One算法是一种简单实用的协同过滤算法。它基于这样一个假设：用户对两个项目之间的偏好存在着某种线性关系，可以通过简单的线性拟合表示，即可以通过项目*X*预测用户对项目*Y*的偏好值。Slope One对线性函数做了进一步的简化，假设*m*=l， 则项目之间的关系可以表示为  从公式可以看出，不同于传统的基于用户和基于项目的协同过滤算法，该算法并不需要计算用户或者项目之间的相似度，只需要确定*b*，即两个项目之间的平均差异，就能进行预测推荐。  通过上述的算法即可算出用户对项目的预测评分值，但是我们发现，上述算法中没有考虑对同一项目有过评分的用户数量对预测结果的影响。假如共同评价过项目*i 、j*的用户数量为100，而共同评价过项目*i 、k*的用户数量为1000，显然项目*k*和项目*i* 之间的评分偏差对预测结果的影响要大。因此Daniel Lemire等人提出了一种改进加权的Slope One算法(Weighted Slope One，简称WSO)，该算法使用物品间共同评分的用户数量作为评分偏差的权重，具体计算公式如下：  可以看到，Slope One算法在预测用户评分的过程中没有考虑用户与项目之间的相关性以及项目之间相似性。首先，Slope One在预测评分的时候仅仅考虑了用户评价过的项目之间的评分偏差，这使得该算法在通过比较用户相似性而进行个性化推荐的时候存在缺陷。假设己知用户A对项目*i，j*的实际评分需要预测用户A对项目*k*的评分。有50位用户同时对项目*i，k*有过评分，并且用户A与这50位用户之间的平均相似度为0.2，有50位用户同时对项目*j，k*做了评分，并且用户A与这50位用户之间的平均相似度为0.8。显然，用户A对项目*j*的评分以及项目*j，k*之间的评分偏差在最终的预测评分中应该占更大的比重，但是Slope One算法没有做类似的判断。所以在最终的预测中应该考虑用户之间的相似性。其次，Slope One在预测评分时没有考虑项目之间的相似性。虽然WSO算法将共同评价过两个项目的用户数目作为预测过程中两个项目之间评分偏差的权重，但是也没有考虑项目之间的相似性。例如，给出了用户A对项目*i，j*的评分需要预测用户A对项目*k*的评分，有100位用户同时对项目*i，k*做了评分，并且项目*i*与项目*k*之间的相似度为0.2，有50位用户同时对项目*j，k*用过评分，并且项目*j*与项目*k*之间的相似度为0.8。显然，共同评价两个项目的用户数并不能完全描述项目之间的相似性，应该加入项目之间的相似度作为最终预测中项目之间评分偏差值的权重。   1. Spark计算框架的设计和应用   在Hadoop平台中，每个计算任务都需要写一个MapReduce程序，实现一个算法就需要编写多个MapReduce实现并行处理。而在Spark平台中并没有严格的Map和Reduce划分，并行化主要是通过能对其进行分布式并行操作的分布式数据集RDD实现的。在需要并行化的时候，采用RDD的编程模型，将数据按照指定的分片个数封装在RDD中不同的分区，然后对RDD进行map、filter、union等并行数据集的互相转化操作，RDD中不同的数据分区便可实现数据的并行处理。  RDD数据格式的设计与转换是并行化过程中的重点与难点。 |
| 1. **拟解决的关键问题难点** 2. Slope One算法填充稀疏矩阵的邻居选择问题   面对海量的数据，Slope One会遍历整个评分矩阵，计算目标用户和其他用户共同评价过的所有项目之间的平均偏差，这极大的影响了计算效率。传统的协同过滤算法中查找近邻用户的方法通常是先计算用户之间的相似度，再以相似度为基础，采取一定的策略选出目标用户的近邻用户。采取的策略一般有两种，一种是固定选取k个全局和目标用户最相似的用户，另一种是确定一个相似度阀值，并选择所有相似度超过该阀值的用户。固定k个用户的方法由于数据的稀疏性，会导致一些偏好相似性较低的用户参与到预测评分中。因此，设定阈值的方式更能充分利用现有的“用户-项目”评分矩阵所提供的数据。   1. Slope One引入用户项目相关性及项目之间相似度的改进方法   首先，Slope One在预测评分的时候仅仅考虑了用户评价过的项目之间的评分偏差，这使得该算法在通过比较用户相似性而进行个性化推荐的时候存在缺陷；其次，Slope One在预测评分时没有考虑项目之间的相似性。如何在最终预测中结合用户项目的相关性及项目之间相似度进行预测是是本课题重点考虑的问题。   1. Spark RDD流程设计   RDD支持两种操作，转换(Transformation)和动作(Action)，转换就是从现有的RDD创建一个新的RDD，比如map、union、filter等函数都是通过处理RDD中的每一个元素并返回一个新的分布式数据集。所有的转换操作都是惰性的，转换只是对应用到基础数据集上的转换动作做了记录，并没有计算出结果，只有当一个需要返回计算结果给驱动程序的动作被触发的时候，这些转换操作才会被真正的执行。动作是将RDD数据集上运行的计算结果返回Driver或者写到HDFS等外部存储系统中的操作。例如collect()就是一种动作，它将RDD中的所有元素以数组的形式返回给驱动程序。将 MovieLens数据集的csv文件从HDFS文件系统引入，通过RDD操作转换成RDD文件。 |
| **四．研究方法与技术路径**   1. 动态阈值查找用户最近邻居   为了设定合理的阈值，本文将采用动态阈值的策略查找用户最近邻居。具体步骤如下：  第一步，首先计算出目标用户与其他用户之间的相似度，将其他用户按相似度从高到低进行排序，选出前*m*个用户作为近邻集*S1*；  第二步，计算近邻集*S1*中所有用户与目标用户的平均相似度，将该平均相似度作为相似度的阈值*β*；  第三步，以第二步计算出的相似度阈值β为基础，选择*S1*中所有对目标项目有评价的且相似度大于该阈值的用户添加到近邻集*S2*中；  第四步，计算近邻集*S2*的用户数量。如果*S2*的数量小于*n*，则从近邻集*S1*中选择相似度最高的且未添加到*S2*中的用户添加至*S2*中；如果*S2*的数量大于*n*，则近邻集*S2*即为最终需要的用户最近邻居。  该方法中，由于不同目标用户的近邻用户群的相似度不同，因此每个目标用户都有自己的阈值，这种相似度阈值的设定方式相较于传统阈值的设定方式灵活性更强。同时，通过设定阈值*β*，可以保证参与计算目标用户预测评分的近邻用户有一个较高的相似度值，使得目标用户和近邻用户之间的相关度更大，推荐结果的准确率更高。  采用这种近邻选择的策略，可以保证每次在进行评分预测的过程中，均会有大于*n*个近邻用户参与其中，避免出现数据稀疏导致的结果不准确。   1. Slope One算法的改进设计   本文针对该算法存在的不足，引入用户与项目相关性以及项目间相似度作为预测权重，提出了一种综合考虑项目之间相似性以及用户相似性的Slope One改进算法。算法过程如下：  (1)数据预处理。数据集的主要来源为文件或者数据库系统，在进行计算之前需要将数据的格式转换为符合算法需要的格式，这里需要的是一个m行n列的二维矩阵，用R表示。(done)  (2)计算用户之间的相似度。在改进算法中采用了Pearson（余弦相似度，在不存在相似关系时才使用皮尔逊，皮尔逊一般也可以用距离代替）相似度来计算用户之间的相似度，具体公式如下：  其中为用户*u*和用户*v*共同评价过的项目集合，表示用户*u*对项目*i*的评分，表示用户*u*对所有项目评分的平均值。(done)  (3) 代表用户*u*与所有对项目*i*有过评分的用户之间的平均相似度，我们称其为用户项目相关性，具体的计算如下：（done）  建议操作：极大似然估计，直接改为  其中，表示用户*u*与用户*t*之间的相似度，表示共同评价过项目*i*的用户的集合，表示共同评价过项目*i*的用户数目，我们定义一个*m*行*n*列的用户项目相关性矩阵*S*来记录所有的。  (4)计算项目间评分偏差矩阵。改进算法计算评分差异值与Slope One算法所用的方法相似，公式如下：（done）  表示用户*v*对项目*i*的评分，表示对项目*i*和项目*j*都有评分的用户集合，表示集合中包含的用户数量，即共同评价项目*i*和项目*j*的用户数目。  (5)计算项目之间的相似度，公式如下：(done)  (6)预测评分。这是整个算法的核心，需要解决的是如何将项目相似度和用户与项目相关性与Slope One算法相结合。在前面的步骤中，已经完成了、、的计算，接下来根据这些结果来预测用户*u*对项目*j*的评分，具体的计算公式如下：(done)  其中，表示用户*u*评价过的所有项目的集合。  通过上面的计算步骤，就可以对用户*u*没有评价过的项目进行预测评分，然后对测出的评分进行排序，将前面*N*个项目作为推荐列表展示给用户。   1. Spark RDD的编程设计   关键步骤的RDD设计如下：  计算项目评分相似度：本文采用的是Pearson方法计算项目之间的相似度，在计算过程中需要预先计算每个项目获得评分的平均值，在flatMap中通过迭代*List(( Uid , Rat)，…)*计算项目获得的平均评分，List中元组的数对项目有评分的用户数。为了获得共同评价过两个项目的用户评分集合，需要先收集用户评价过的项目列表，然后将项目两两配对。这里为了减少计算量，首先对用户评价过的项目列表按照*lid*升序进行排列，这样在迭代时就可以按照顺序进行配对。例如对于项目配对(10，11)、(11，10)只计算了项目对(10，11)的相似度，没有计算项目对(1l，10)的相似度，减少了一半的计算量。  计算用户与项目相关性矩阵：要计算用户与评价过某项目i的其他用户之间的平均相似度*Sui*，必须知道评价过某项目*i*的用户列表。在flatMap的转换中，将元素键值对中的value部分*(*对项目*i*做过评价的用户列表*List((Uid , Rat)，…))*中的用户两两配对。以每个用户与项目*i*的组合作为key，用户配对作为value，形成元素格式为*<(Uid1，Iid)，(Uid1，Uid2)>*的RDD1。对RDD1进行map操作，在map中使用RDD1中元素的value值*(Uid1，Uid2)*获得广播变量userSim中用户之间的相似度。同时形成元素格式为*<(Uid1，Iid)，simU>*的RDD2。其中，simU为用户*Uid1*与某一个对项目lid有过评分的用户之间的相似度。在combineBykey中通过自定义的creCombSu、mergeSuValue以及mergeSuComb函数对RDD2中具有相同key的元素做聚合计算，形成以元组*(Uid1，Iid)*为键，二元组*(s，n)*为值的键值对。最后通过*mapValues*求解用户项目之间的相关性，*userltemSlm*的元素的格式为*<( Uid1，Iid)，sui>*，其中*sui*代表用户*Uid1*与评价过项目*lid*的其他用户的平均相似度也即用户*Uid1*与项目*Iid*之间的相关性。*sui*由RDD3中每个元素的n除S计算而来。 |
| **五．可行性分析**   1. 理论分析可行性   Slope One协同过滤算法是一种简单高效且易于实现的协同过滤机制，该算法主要依赖同一用户对不同项目评分的差异产生推荐，并且这些差异值可以离线计算，从而减少线上的计算量提升运行效率。相对于其他协同过滤算法，Slope One基于较少的历史数据就可以进行数据分析，向用户提供服务，有着易于实现且预测准确度高的优势，但是它依然有其自身的缺陷。所以本文提出的同时考虑用户项目相关性和项目之间相似度的优化方法可以对原始Slope One算法进行改进。   1. 技术线路可行性   Spark生态系统以RDD运算为基础、以Spark计算框架为核心，建立了一个基于内存计算的大数据平台。其丰富的生态系统为开发提供了极大的便利，MLlib组件提供了一些常见的机器学习算法和实用程序，包括分类，回归，聚类，降维，以及底层优化，同时也提供了相关测试和数据生成器。对于推荐系统领域的诸多算法也提供了方便的接口。此外，Spark拥有多种运行模式，既能以本地或者伪分布式的模式运行在单机上，也能以分布式的方式运行在集群上。当以分布式的方式运行的时候，底层的调度系统可以使用Yam、Mesos，或者Spark自己的资源调度Standalone。  通过RDD的编程设计，将改进的Slope One算法在Spark平台运行，提高了效率和可扩展性。   1. 研究能力可行性   自入读研究生以来，已阅读大量文献，对于基于用户、项目以及slope one协同过滤算法有了比较全面的认识；已经研究了Spark并行化平台的运行原理与使用方法。 |
| **六．特色与创新之处**   1. 引入Slope One算法解决用户稀疏性问题   与其他类似推荐算法相比，Slope One算法的最大优点在于算法简单，易于实现，执行效率高，同时推荐的准确性相对较高。用Slope One算法预测部分用户对物品的评分，进而填充评分矩阵。通过填充评分矩阵，解决数据稀疏性造成的冷启动问题。   1. 提出一种考虑用户项目相关性及项目相似度的slope one改进算法   本文在Slope One算法没有考虑用户之间相似性及项目之间相似性的基础上，基于共同评价的用户相似度，计算用户与特定项目之间的相关性，它代表用户对多有项目进行评分的用户之间的平均相似度，再结合项目之间的相似度，改进Slope One算法。  3. 基于Spark平台实现  不同于大部分推荐系统实验使用的Hadoop技术，本文采取的Spark平台更高效，推荐效果更好。 |
| **七．研究计划与进度安排**  2017.9－2017.12：基础理论学习、文献检索；  2018.1－2018.6：研究推荐系统原理，重点研究协同过滤算法；  2018.6－2019.3：研究基于Hadoop的分布式计算平台，对协同过滤算法进行实现；  2019.3－2019.6：在Hadoop基础上研究Spark计算框架的原理与使用，针对Slope One协同过滤算法未考虑用户项目相似性及项目间相似性的问题提出改进方法；  2019.6－2019.12：处理数据，实验对比；  2019.12－2020.3：撰写论文，准备答辩。 |
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| **九．指导教师意见（对深度、广度及工作量等方面的意见）**  该课题拟将优化的推荐算法应用于并行计算框架，以提高推荐效果，选题具有较大的价值。报告提出的研究目标明确，研究内容具有一定的深度和广度，且工作量饱满，研究计划安排合理。报告提出的研究的关键问题准确，提出的技术方案具有可行性。同意该生按本开题报告开展研究工作。  指导教师：  年 月 日 |