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[超級簡單！使用bert來建一個文本分類器. 有bert這麼好的預訓練結果當作起頭，訓練模型就是站在巨人肩膀上。 | by Phoebe Huang | Medium](https://medium.com/@phoebehuang.pcs04g/%E8%B6%85%E7%B4%9A%E7%B0%A1%E5%96%AE-%E4%BD%BF%E7%94%A8bert%E4%BE%86%E5%BB%BA%E4%B8%80%E5%80%8B%E6%96%87%E6%9C%AC%E5%88%86%E9%A1%9E%E5%99%A8-697e301818b5)