总结：

1. 针对AlexNet这种网络结构相对简单的网络，在epoch相同的情形下，SGD和其他算法的时间没有太多差别，但是SGD和NAG算法比其他算法收敛的要快，精度也要高。建议选择SGD算法。

2. 对于GoogleNet等网络结构较为复杂的网络，SGD也可以收敛到很高的精度，adam算法的收敛速度要快一点而且收敛更稳定；建议选择adam算法

3.建议参数设置（batchsize可以根据情况选择28，64和128）

SGD： 学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEAFAAIACQAAAABRWQEACQAAA5oBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAYYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODVGACPk+N2gAHndiEFZg0EAAAALQEAAA0AAAAyCgAAAAAEAAAAMC4wMcAAYADAAAADBQAAABQCYAEKABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2yA4KM1B/rgDg1RgAj5PjdoAB53YhBWYNBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaHkAAwUAAAAUAmABYAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdj0GCpnoQ6sA4NUYAI+T43aAAed2IQVmDQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKN5AAOPAAAAJgYPABQBQXBwc01GQ0MBAO0AAADtAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBABAAAAAAAAAADwECBIS3A2gCBIZkIqMCAIgwAAIAgi4AAgCIMAACAIgxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADSEFZg0AAAoANACKAQAAAAABAAAAFOAYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), 动量![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAIBCQAAAADwWAEACQAAA6UBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADDXGACPk+N2gAHnds4OZmYEAAAALQEAAAwAAAAyCgAAAAADAAAAMC45AMAAYAAAAwUAAAAUAmABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdi4JCgVQf64AMNcYAI+T43aAAed2zg5mZgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG15AAMFAAAAFAJgAZABHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ+AQqEyEWrADDXGACPk+N2gAHnds4OZmYEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADmwAAACYGDwAsAUFwcHNNRkNDAQAFAQAABQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAAWYbVGVYIElucHV0IExhbmd1YWdlAFxtdT0wLjkAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBABAAAAAAAAAADwECBIS8A20CBIY9AD0CAIgwAAIAgi4AAgCIOQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGbODmZmAAAKADQAigEAAAAAAQAAAGThGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，学习规则设为step就好;

NAG: 学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEAFAAIACQAAAABRWQEACQAAA5oBAAACAI8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAYYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAODVGACPk+N2gAHndiEFZg0EAAAALQEAAA0AAAAyCgAAAAAEAAAAMC4wMcAAYADAAAADBQAAABQCYAEKABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2yA4KM1B/rgDg1RgAj5PjdoAB53YhBWYNBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaHkAAwUAAAAUAmABYAEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdj0GCpnoQ6sA4NUYAI+T43aAAed2IQVmDQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAKN5AAOPAAAAJgYPABQBQXBwc01GQ0MBAO0AAADtAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBABAAAAAAAAAADwECBIS3A2gCBIZkIqMCAIgwAAIAgi4AAgCIMAACAIgxAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADSEFZg0AAAoANACKAQAAAAABAAAAFOAYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，动量![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAIBCQAAAADwWAEACQAAA6UBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAbYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuADDXGACPk+N2gAHnds4OZmYEAAAALQEAAAwAAAAyCgAAAAADAAAAMC45AMAAYAAAAwUAAAAUAmABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdi4JCgVQf64AMNcYAI+T43aAAed2zg5mZgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG15AAMFAAAAFAJgAZABHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ+AQqEyEWrADDXGACPk+N2gAHnds4OZmYEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADmwAAACYGDwAsAUFwcHNNRkNDAQAFAQAABQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAAWYbVGVYIElucHV0IExhbmd1YWdlAFxtdT0wLjkAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghLyfyXyGPIS9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA8h8gpfIKJfSPIfQQD0EA9A9I9Bf0j0EA8hpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBABAAAAAAAAAADwECBIS8A20CBIY9AD0CAIgwAAIAgi4AAgCIOQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGbODmZmAAAKADQAigEAAAAAAQAAAGThGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，学习规则设为step就好;

AdaGrad: 学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEACQAAAADxXgEACQAAAyUBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZxEApasH6uAODXGACPk+N2gAHndmERZqIEAAAALQEAAAkAAAAyCgAAAAABAAAAaHkAA4IAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIEhLcDaAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAGERZqIAAAoANACKAQAAAAD/////FOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)=0.001， 学习规则为INV 参数设置power 0.75 gama0.5；

AdaDelta：学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEACQAAAADxXgEACQAAAyUBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHaXCgqXcH+uAODXGACPk+N2gAHndggQZtkEAAAALQEAAAkAAAAyCgAAAAABAAAAaHkAA4IAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIEhLcDaAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAAgQZtkAAAoANACKAQAAAAD/////FOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)=1 ， 学习规则fix

RMSprop：学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEACQAAAADxXgEACQAAAyUBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZ/EQoSsH+uAODXGACPk+N2gAHndnEQZrkEAAAALQEAAAkAAAAyCgAAAAABAAAAaHkAA4IAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIEhLcDaAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHEQZrkAAAoANACKAQAAAAD/////FOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)=0.001， 学习规则 INV or poly

adam： 学习率![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEACQAAAADxXgEACQAAAyUBAAACAIIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHYODQpBEH6uAODVGACPk+N2gAHndhwKZjkEAAAALQEAAAkAAAAyCgAAAAABAAAAaHkAA4IAAAAmBg8A+gBBcHBzTUZDQwEA0wAAANMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIEhLcDaAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AABwKZjkAAAoANACKAQAAAAD/////FOAYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)=0.001， 学习规则 INV or poly, sgmoid

4.在GoogleNet上当batchsize由28变为56时，收敛的速度要比28时快一点，但是精度没有明显提高。

5在GoogleNet上对adam算法尝试不同的学习规则（INV，poly，exp，sigmoid）,实验结果没有明显差别。原因有可能是训练集较小。

6.在GoogleNet上尝试不同的优化方法和策略时，一般都可以收敛到较高的精度，影响算法

收敛和精度的主要因素还是学习率。

7.在训练网络时，建议先选择参数默认值，和step学习规则进行尝试，然后根据训练结果调整参数。

8.当学习率较大时，网络会震荡收敛，容易不稳定。

9.目前深度网络优化算法使用率较高的为adam算法