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Abstract

Fake news is a prevailing issue in modern society, being spread extensively across news and social media. According to Ofcom (2019) [1], as much as 66% of people use the internet for news, with 49% of people overall who use social media as a method of news consumption. Many social media platforms allow for information to be spread rapidly, without any methods of checking if the information is factually accurate, leading to a rise in deliberate misinformation, hoaxes and conspiracy theories. This can occur for political reasons, to purposefully ruin the reputation of others, or simply as a manner of seeking attention, and can have a major impact on the zeitgeist of the time. The spread of misinformation in this manner has been a major focus of the news cycle in the last few years, as seen after both the 2016 US presidential elections, as well as the 2016 EU referendum in the UK. The detection and classification of fake news is therefore one of the major challenges of the modern era.

In this paper, various different machine learning solutions to this classification problem will be compared and evaluated on three separate datasets. Multiple methods of natural language processing are used to assimilate textual information contained within the datasets into machine-readable language and are then split into training and test datasets. These training datasets are used to train multiple machine learning classification models, with the trained models then being used with the test datasets to predict if the news presented in the test dataset is real or fake, with the results compared and evaluated using various different evaluation metrics. This is a realistic, data-driven supervised approach to fake news detection based around text-classification and serves to succinctly demonstrate the capability of machine learning algorithms in classifying and detecting fake news articles.
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# Background, Analysis & Process

## Background

Generally, background preparation for this project was primarily done via research and analysis of various different methods of fake news detection, and the implementation of these methods within the machine learning and computational intelligence sectors. The author has a significant interest in fake news, being an avid newsreader with a politically focused mindset. Inspiration for this project was taken from the current public discourse over fake news, with the Brexit vote and Donald Trump’s presidency contributing significantly to this. The idea and history behind fake news has always been fascinating, from the dystopian societies presented in George Orwell’s 1984 [2] and Aldous Huxley’s Brave New World [3], to the supposed “Wave of mass hysteria” reported by the New York Times [4] caused by the unannounced broadcast of HG Wells’ War of the Worlds, which in itself is apparently an example of Fake News through anecdotal evidence [5]. Being able to apply machine learning approaches to solving this problem was an interesting opportunity and offered a significant challenge in determining ideal methods to attempt detecting fake news.

## Analysis

When it came to initial preparation, the definition and characterisation of Fake News was seen as an ideal place to start. As a complicated topic that can be defined in a number of ways, a strong understanding of the logic underpinning Fake News was a necessity in understanding and tackling the detection of it.

Rubin, Chen and Conroy(2015) [6] suggested that there were three major types of deceptive news: Serious Fabrications, Large-Scale Hoaxes, and Humorous Fakes. The recognition of these different types, as well as the ability to differentiate between them is important in various different natural language processing models. The idea of Humorous Fakes offers a different reflection on the topic of fake news, serving as a form of mild entertainment satirising the news industry, rather than as an attempt at malicious deliberate misinformation or conspiracy theory. Serious Fabrications and Large-Scale hoaxes were seen as types of fake news distributed with malicious intent and were topics that would be focused on more within this project due to this.

With this providing a basis into how fake news should ideally be classified, investigations into similar research such as Ahmed, Hinkelmann and Corradini (2019) [7] suggested that there were multiple methods of doing so, outlining four major approaches to automated Fake News Detection. These were Stance Detection, Quantifying Metadata, Fact Checking and Text Classification.

### Different approaches to Automated Fake News Detection

#### Stance Detection

Stance detection is a form of natural language processing, considered as a subproblem of sentiment analysis, that focuses on the intent of the author towards a specialised target suggested in the text. The estimation of this “Stance” could then be used in a variety of ways. In their investigation of Stance Detection methods for the Fake News Challenge, Chaudhry et al. [8] suggested the use of high accuracy classifiers as a tool to assist manual human fact checkers, or as part of a substantial AI system that would use multiple approaches to identify truthfulness. Ultimately, this method was considered, but would be deemed unviable for a few reasons. The use of this method is generally supplementary to other approaches, working to assist their veracity rather than working to detect fake news by itself. The method of sentiment analysis, whilst being an interesting topic, was therefore too far removed from the initial Fake News Detection project topic. The accuracy of Stance Detection was also questionable at best, with Ghanem, Rosso and Rangel’s investigation (2018) [9] reaching an accurate result of 59.6 % Macro F1, leading to the choice of another method of Fake News Detection.

#### Qualifying Metadata

Qualifying Metadata is another method highlighted by Ahmed et al.(2019) [7] for the automated detection of fake news. This involves analysing the metadata of suspected articles, such as the location, time, send frequency, and author and comparing the information to reputable news sites to see if the same news was published, or if deliberate Serious Fabrications or Large-Scale Hoaxes have first appeared in places or times that would signal their falsehood, such as news about American elections first appearing in Russia. Acker (2018) [10] argues that information manipulators can use “Platform activity signals” including usernames, profile handles, bio fields, dates of posted photos, followers and following counts, and hearts on posts to control and manipulate social media systems, mimic legitimacy, and specify and target users of these platforms, whether with advertisements or deliberate misinformation. This was seen as a difficult method of fake news detection, however as it would require a dataset of comparable articles, with the relevant metadata fully available, which do not seem to be readily available. Careful attention should therefore be paid to metadata analysis in the development of a substantial Fake News Detection AI, as it would form an integral addition to the portfolio of different detection methods it could use.

#### Fact checking

A further method of detection comes in the form of Fact Checking. This is a type of Knowledge Engineering that focuses on checking the facts of the news based on the known facts (Ahmed et al., 2019), working to approximate the complex nature of human fact checking via machine learning methods. This is a necessary next step in online news verification, as the volume of new information has exponentially increased with the rise in news and social media based internet usage, requiring a move away from human verification and towards automatic methods of data classification. Ciampaglia et al. [11](2015) suggests the use of triples, a collection of data in the subject, predicate, object format to facilitate this, by forming a knowledge graph with a set of such triples. Nodes in this knowledge graph would denote subjects and objects, while edges would denote predicates. This knowledge graph would therefore form a web of structured data. Given a trusted dataset of true statement triples, a substantial knowledge graph could be queried with a new statement to determine its truth, with it being true if it exists as an edge, or if there is a short path linking the statement’s subject to its object within the knowledge graph, with the statement being false otherwise. This approach lead to generally positive results, and also has some range of improvement based around different methods of computing the shortest path. This gave the approach strong consideration for focus in this project, however the lack of significant further study ultimately gave pause to this idea, with only the paper previously mentioned and a scientific journal article (Wu et al.) [12] approaching the topic of computational fact checking. Significant research into sentiment analysis would also have to be done, as well as further Natural language processing and text classification research to be able to automatically extract the subject, predicate and object of the news articles to be verified.

#### Text classification

Text Classification is the automated fake news classification option that was selected for further study in this project. The methodology involves extraction of features from text, and then training various classification models to recognize these features extracted from the text articles present in the dataset. The model should then be able to determine if another test set of data presented is fake or non-fake. The first step of training is feature extraction, which will reduce the raw data (words) into more manageable groups for processing, which will save on computing resources and allow for large amounts of data to be parsed on personal computers. This is a method of dimensionality reduction which works via mapping textual data to real valued vectors, more specifically the words will be classified by their score in a predefined dictionary of words, and will then be numerically represented by a vector, which is known as the “Bag of Words” approach. The machine learning algorithm models will then be fed with the feature-extracted training data. The models will be trained on a training set, tuned using a validation set, and tested using a test set of data. The feature extraction process will be further explained in the design section, as will the selection and representation of the various models used in this project.

Investigation was also done into the various models that could be used for Data Classification. Since a machine learning approach of text classification was decided upon, multiple scientific papers were consulted on the ideal methodology behind this, which are further covered in the Libraries and Languages section.

## Process

The project is research-based, so deciding on a specific software methodology was fairly difficult. Ultimately, Scrum was decided upon, due to having the benefits of an iterative design process similarly to XP with each sprint, although it also allows for non-standard practices in design and testing. This was kept to for the initial stages of the process, although due to the changing circumstances in the world, this eventually devolved into a FDD Hybrid process.

# Experiment Methods

### Dataset Selection

With this basic categorisation in mind, selecting ideal datasets appeared to be the perfect next step in preparation. Following further online research, the Awesome Fake News Github Repository [13] was found, offering a substantial source for various different fake news datasets, as well as numerous further research papers. This led to the selection of three distinct datasets, those being the Fake News Corpus [14], the “Fake or Real News” Dataset [15] , and the “Liar, Liar pants on fire” dataset” [16]. Generally, the smaller “Fake or Real News” and “Liar Liar” datasets were selected as a benchmarking dataset. As smaller datasets than the 28GB “Fake News Corpus”, they were used for troubleshooting issues with the machine learning process as the models could be trained much faster than with the larger datasets, and also worked to evaluate the performance of the models on these smaller datasets. It was deemed important to gauge the model’s performance on a variety of different datasets, which would show a full metric of the models capability in different situations, and allow a more complete appraisal of the total accuracy of the model used.

#### Liar Liar Dataset

The “Liar Liar” dataset was also selected as it did not contain the main body of the text, simply the article headline. This allowed for the evaluation of the models effectiveness on a dataset composed of shorter sentences, although the expectancy of high-quality results is low. The dataset initially contained six different labels for the truth of these headlines, which were:

* True
* Mostly True
* Half True
* Barely True
* False
* Pants-Fire

As it was eventually decided that the project would be focused on as a true/false binary classification problem, the use of six labels would overcomplicate this, so a classification threshold had to be determined. A simple threshold would end up being used, with headlines under the “True” and “Mostly True” labels being categorised as True, and headlines under the “False” and “Pants-Fire” labels categorised as False. The “Half True” and “Barely True” labels effectively functioned to categorise articles within the grey area between credible and fake news, and would be of particular relevance if fake news classification were to be treated as a multilabel classification problem, which may be an avenue for further research. Headlines labelled with either of these two were deleted from the database used in this project. This led to a total of

#### Fake News Corpus

The Fake News Corpus was a very large dataset to be appraised, with numerous different labels for the text content of the articles. There were several different fields present in the corpus, which was formatted as a csv (Comma Separated Value) file. The fields present were:

* Id
* Domain
* Type
* URL
* Content
* Scraped\_at
* Inserted\_at
* Updated\_at
* Title
* Authors
* Keywords
* Meta\_keywords
* Meta\_Description
* Tags
* Summary
* Source (Opensources, NYtimes, or webhose)

These fields offered a complete overview of the data’s content, metadata, and how the information was gathered, offering information useful to a variety of different types of data classification. The fields useful to this project would be ID, Type, Content, and Title, as Natural Language Processing would later be determined as the method of classification. The ID signified the identification number of each article, to easily determine which article was being referred to when debugging. The content and title show the headline and written news content of the article itself, whereas the type is where the article fits in the spectrum of real to fake news, as can be seen in figure 1, taken from the Fake News Corpus github repository [14].

| **Type** | **Tag** | **Count (so far)** | **Description** |
| --- | --- | --- | --- |
| **Fake News** | fake | 928,083 | Sources that entirely fabricate information, disseminate deceptive content, or grossly distort actual news reports |
| **Satire** | satire | 146,080 | Sources that use humor, irony, exaggeration, ridicule, and false information to comment on current events. |
| **Extreme Bias** | bias | 1,300,444 | Sources that come from a particular point of view and may rely on propaganda, decontextualized information, and opinions distorted as facts. |
| **Conspiracy Theory** | conspiracy | 905,981 | Sources that are well-known promoters of kooky conspiracy theories. |
| **State News** | state | 0 | Sources in repressive states operating under government sanction. |
| **Junk Science** | junksci | 144,939 | Sources that promote pseudoscience, metaphysics, naturalistic fallacies, and other scientifically dubious claims. |
| **Hate News** | hate | 117,374 | Sources that actively promote racism, misogyny, homophobia, and other forms of discrimination. |
| **Clickbait** | clickbait | 292,201 | Sources that provide generally credible content, but use exaggerated, misleading, or questionable headlines, social media descriptions, and/or images. |
| **Proceed With Caution** | unreliable | 319,830 | Sources that may be reliable but whose contents require further verification. |
| **Political** | political | 2,435,471 | Sources that provide generally verifiable information in support of certain points of view or political orientations. |
| **Credible** | reliable | 1,920,139 | Sources that circulate news and information in a manner consistent with traditional and ethical practices in journalism (Remember: even credible sources sometimes rely on clickbait-style headlines or occasionally make mistakes. No news organization is perfect, which is why a healthy news diet consists of multiple sources of information). |

**Figure 1 : A Table showing the different types of fake news present in the fake news corpus, with the amount of them and a brief description.** [14]

As can be seen from figure 1, there are 11 types of news, real and fake, represented in this dataset. These signify a large scale analyses of the different types of news across the real/fake spectrum, and, other than the four credible and unknown types present across the bottom of the table, can be sorted into the three types of fake news described by Rubin et al. [6], with some categories that fit into both the serious fabrication and large scale hoaxes theory, such as hate news that uses pseudoscience to attempt to seem credible.

##### Regularizing the Corpus

The initial download for the Fake News Corpus was as 9 separate 1GB compressed files. When decompressed and extracted, they would be 9 28GB csv files with the amount of data present, with the amount of articles being 8,510,549. To train and test a number of different machine learning models on 8.5 million different articles would not really be possible, especially on hardware not particularly suited to machine learning. Naturally this dataset needed to be cut down. An additional python program was created to facilitate this, as the large csv files could not be opened in Excel, due to it’s limit of 1,048,576 rows. It would load the data as a dask dataframe, due to the memory limit being too high to reliably run with a standard pandas dataframe [17]. Dask [18] offered an ideal alternative, as it would allow for “Out of core” processing of the dataframes, as opposed to the pandas dataframe which required fitting into memory. This meant that even with limited virtual memory available on the computer for machine learning, the dask dataframe was able to load the file that wouldn’t fit into the virtual memory allocated by the computer, and split it into multiple different excel files that could easily be loaded.

This resulted in 458 excel files, which had to be searched and filtered through to determine which articles would be viable. Many of the types that the dataset was categorized under would generally only serve to overcomplicate the classification process. As it was decided that this would be a binary classification problem, rather than a multi-class classification problem, these classes naturally had to be reduced down. As satire came under the category of humorous fakes [6], articles classified under satire would be removed, as well as unreliable and clickbait articles, as these would generally not tell the model anything significant and would only serve to confuse the model if classified as real or fake. Generally, the political and credible labels were identifiable as real news, whereas the hate, junk science, conspiracy theory, bias, and fake labels could be identifiable as fake news.

Naturally, this presented a choice of options; to utilize the loose grouping of various labels as binary classifiers, offering increased noise and the possibility of overfitting, although also with the advantage of a larger possible dataset, or to simplify the dataset further, and cut out every type other than the credible and fake labels. There would be a smaller dataset, although it would be easier to train and test models with this dataset, due to less memory being used. Would the benefit of more in-depth analyses outweigh the performance costs of data processing and analysis? This method of model constraint and simplification is known as regularization, and often helps reduce the risk of overfitting, as Geron describes [19]. For this report, the decision to focus on performance was made, with the smaller dataset of credible and fake labels used, with articles classed with the other labels deleted. With access to hardware more suited to machine learning, the former choice would be the superior option, although the computer used for this project would suffer Stop Errors (Blue Screen of Death) when testing datasets that were too large. The practical option was therefore decided, with a python file created to search through the 458 csv files and add the articles with credible and fake labels to a new csv file, as well as updating the ID numbers for each article. This new file was ultimately reduced down to a subset of 500000 articles, which was seen as a compromise to avoid overfitting and hardware issues, while having a big enough dataset to comfortably train and test the data.

With the datasets selected and processed, research into Natural Language Processing and Text Classification was the next step that needed to take place.

Natural language processing & text classification

Models and hyperparameters

Research into this was done via published scientific papers,

## Hypothesis

The hypothesis

## Programming Language and Libraries

### Language Selection

The selection of a programming language for this project was a relatively simple affair. From prior knowledge, there were four choices of language initially considered; Python, C++, Java, and R. R is a language specialised for statistical analysis, and has a number of libraries available for machine learning. It is also a popular language, ranking at #5 on the IEEE spectrum’s 2019 ranking of Programming languages [20] despite being specifically designed for statistical analysis and data wrangling. It is, however, the only language listed which the author does not have personal experience in, and it was seen that the difficulty of learning a new programming language would outweigh the benefits that this language would bring.

Java and C++ were other languages considered, both being object-oriented languages with large amounts of machine learning libraries available, such as Smile [21] and Tensorflow [22] respectively. Where they differ, though, is that Java is an interpreted language, whereas C++ is compiled. As the code for Java is interpreted during run time, as opposed to C++ which is precompiled to binary, C++ would run more efficiently than Java. The other language mentioned, Python, is also an interpreted language, and therefore slower to run than C++. The advantages that it does offer, however, are in ease of use, garbage collection, and flexibility, allowing for cleaner code to be written and debugged more easily than C++. Python also has a large quantity of machine learning libraries available, including the popular and simple to use Scikit-Learn [23], as well as pandas [17] [24] for the easy management of datasets, NumPy [25] [26] for facilitating mathematical options on higher-dimensional data, and matplotlib [27], which can be used for simplifying the visualisation of this data. Additionally, Python is also the most popular language amongst machine learning repositories on github [28], and is referred to as the “second most loved language” and “Fastest-growing major programming language today” in the 2019 Stack Overflow Developer Survey [29]. With that in mind, Python was the language selected for use in this project.

### Libraries used

As Python was the language selected, what followed was the choice of external libraries, allowing for additional functionality to be easily implemented in a simpler and less computationally expensive manner. This would serve to drastically reduce the difficulty of the project, and allow for the hypothesis to be tested in a productive and objective manner.

As the datasets had already been decided upon, one of the initial necessities was the determination of a method of data manipulation, which would serve to assist in data analysis. Pandas [17] [24] is the third most popular machine learning library on github [28], and is the preeminent library for data analysis and manipulation. As this project involved feature extraction and storage of large datasets, there was generally no competition in determining how the data would be stored and wrangled. The use of pandas dataframes would serve as the backbone of this project, and would be invaluable in their ability to store and manipulate data in a consistent, quick, and easily manageable fashion, effectively functioning similarly to excel spreadsheets.

In attempting to read through and utilise the “Fake News Corpus” dataset, it soon became apparent that the big data presented, at 28GB, was too large to efficiently use Pandas to manipulate. One of the few issues with the Pandas dataframes is that all data has to be stored in memory, which causes issues when using datasets with large filesizes, especially on machines with limited RAM. The Dask Library [18] was used in this circumstance. This library is similar to the Pandas library, with slightly more limited functionality due to its lazy execution. It does, however, allow for out of core data streaming from disk. This allows for the processing of data that doesn’t fit into memory, such as the “Fake News Corpus” dataset. Dask also has limited functionality with Scikit-learn, although this was not used, as it was only compatible with a small amount of scikit-learn’s classification models. Graphlab is another Python library built to efficiently handle large datasets, however Dask was chosen due to it’s similarity to Pandas, being able to read and manipulate dask dataframes in a similar, although more limited, manner to Pandas dataframes.

Matplotlib [27] was another library utilised, and functions to simplify the visualisation of the data. This was used to assist in plotting the confusion matrices, ROC curves, and precision-recall curves, allowing for the results to be easily compared and evaluated. Many other visualisation libraries in python are built on top of matplotlib, or use it in some way to assist with data analysis. Due to being integrated with the Pandas plotting function, Matplotlib was the first choice in efficiently plotting the results. The slugify library was also used to facilitate the naming of files. It would condense the given classifier name strings into lowercase strings without special characters, allowing them to be used as filenames, also known as a slug in RESTful API’s. This helped when automatically naming the different graphs that were plotted with matplotlib, and saved the creation of a specific regular expression.

The final library used, and the most important, was Scikit-Learn [23]. This library provides support for a wide range of classification, regression and dimensionality reduction algorithms, and is generally considered one of the best libraries for data modelling and classical machine learning algorithms. The extensive selection of classification models offered by this library presented a variety of results to compare and evaluate, broadening the scope of this research project, There are also multiple methods of feature extraction available, extensive tuning methods for the hyperparameters, and multiple evaluation metrics available. Additionally, Scikit-Learn contains integration with both Matplotlib and Pandas, simplifying the process of both managing and visualising the data. Scikit-Learn was integral to the functionality of this research project, and expedited the creation and increased the functionality of feature-extracted textual data, and the classification models and metrics said data was used with.

Two more libraries were considered for use, these being Tensorflow [22]and Keras [30]. These libraries are designed for developing deep neural networks, which can be used for a variety of purposes, including the classification of fake news with feature extracted text articles. Kaliyar et al. [31] developed a deep Convolutional Neural Network utilising discriminatory feature extraction at multiple hidden levels of the neural network, achieving accuracy results of 98.36% on their test data. These are extremely promising results, and show the potential of fake news classification using neural networks. The use of Tensorflow and Keras to develop neural networks in a similar manner could provide an ideal comparison benchmark, and would be an ideal topic for further research and evaluation, although would not show results as positive as Kaliyar et al [31]. Unfortunately, the use of these libraries were beyond the scope of this project, and would not be used due to time limitations. The choice was made to focus exclusively on models available within the Scikit-learn library.

## Feature Extraction

Feature extraction is the first step of training after loading the dataset and splitting the data, which involves reducing the raw data (words) into more manageable groups for processing, which will save on computing resources and allow for large amounts of data to be parsed on personal computers. As explained in the dataset selection section, the datasets are split into four categories; ID, type, content, and title. (Three with the liar dataset, as the title would also be classifiable as the content). The content, being the body of the article containing the actual text content of the news, is what is focused on for Feature Extraction.

Before continuing, it is best to elaborate on what was previously mentioned about the text classification and feature extraction process, which will give context to how the project will ultimately work. From a linguistic standpoint, there is a substantial difference in the methodology of writing fake news, compared to writing real news. Fake news is created for a number of reasons, but ultimately all, with the exception of humorous fakes, are written to influence the consumer reading it. To be able to draw people in to stories that aren’t true, and that aren’t supported by facts or verifiable, this necessitates the use of different language to attract readers. For example, look at figure 3 on the next page.

|  |  |  |  |
| --- | --- | --- | --- |
| 3951 | Germany's Merkel backs tighter refugee rules amid sex assault protests | As demonstrations erupted in Cologne on Saturday over New Year's Eve sexual assaults and robberies blamed largely on foreigners, Chancellor Angela Merkel called for stricter laws regulating asylum seekers.  Merkel, who has been particularly outspoken in welcoming refugees to Germany, told a two-day meeting of the Christian Democrats in Mainz that tighter restrictions would be "in the interest of citizens, but also in the interests of the great majority of the refugees who are here, Deutsche Presse-Agentur reported.  "When crimes are committed, and people place themselves outside the law ... there must be consequences," she told reporters after the meeting, the BBC reported.  Party leaders agreed on a proposal to strengthen the ability of police to conduct checks of identity papers, and also to exclude foreigners from being granted asylum who had been convicted of crimes and sentenced to terms even as light as probation. The measures would require approval by parliament.  The sharper tone follows reports in Cologne that some 1,000 men, many intoxicated, robbed, sexually assaulted and in some cases raped women during celebrations on New Year's Eve.  "Refugees, asylum seekers, migrants, foreigners, friendly or evil, new or long-time residents: It doesn't matter," the news magazine Der Spiegel said in an editorial. "It seems as though the time has come for a broad debate over Germany's future and Merkel's mantra 'We can do it’  is no longer enough to suppress it."  Police initially identified the suspects as up to 1,000 men "of Middle Eastern origin, but later backtracked as public officials cautioned there was little information on whether those involved were migrants. Of the 32 suspects identified by police in Cologne, 22 are asylum seekers, the German Interior Ministry said.  One suspect was carrying a document with Arabic-German translations of sexist phrases and threats, which mass-circulation tabloid Bild published on Saturday.  As the uproar over the assaults gathered strength, thousands of demonstrators, from the left and right, turned out in Cologne for a day of protests Saturday.  The protesters included the anti-Islamic PEGIDA movement and the right-wing extremist Pro Cologne party.  At one point, police fired tear gas and used water cannon to break up a PEGIDA rally after protesters threw firecrackers and bottles at officers, Agence France-Presse reported.  One group carried signs saying, "No violence against women." Another banner read, "Migrants out."  Demonstrators from the political left chanted, "Say it loud, say it clear, refugees are welcome here," Buzzfeed reported.  Some 1,700 police, many in riot gear, were on hand to control the crowds, the DPA news agency reported. | REAL |
| 6304 | Set Staff Horrified At What Hillary Is Caught Doing After Brutal Interview | Set Staff Horrified At What Hillary Is Caught Doing After Brutal Interview Posted on October 27, 2016 by Amanda Shea in Politics Share This Set of the Commander-in-Chief Forum (left), Hillary Clinton at the Forum (right)  It was only a matter of time before the glue that keeps Hillary Clinton together cracked and her true evil self came out from behind her forced smile. Looking visibly uncomfortable in front of the camera during a particularly brutal interview, Hillary exited stage left as quick as she could when a horrified staff member caught what she did backstage.  Hillary probably felt safe going into the interview by liberal-leaning Matt Lauer, who conducted a televised question and answer session with the Democratic candidate in September at the Commander-in-Chief Forum. As she’s apparently accustomed to, Hillary allegedly received a list of questions before the event, so she could prepare her answers (lies) and prevent being caught on the spot to come up with what to say, making her come across flawlessly to the public. Thinking everything was worked to her advantage as is typically the case, Lauer threw the candidate a curve ball that Hillary couldn’t hide from.  According to The Watch Towers, a Comcast official (the parent company of NBC Universal) stated that Lauer went rogue when he asked one legitimate question about the FBI investigation concerning her homemade server and the unsecured emails. The alleged informant said at that point “we could see she (Hillary) was beginning to boil.”  It’s evident by her expression and tone caught in the recording of the Forum interview that Hillary wasn’t happy about being forced to answer a question she wasn’t prepared for. Holding her rage inside the best she could, the person claiming to be a producer on the set, accused Hillary of launching an explosive verbal assault on her staff backstage after the interview.  “She was in a full meltdown and no one on her staff dared speak with her, she went kind of manic and didn’t have any control over herself at that point”, the anonymous informant claimed in an unconfirmed report by Watch Towers .  Hillary proceeded to pick up a full glass of water and throw it at the face of her assistant, and the screaming started”, the description of the alleged events also said. The staffer claimed that they heard Hillary turn her rage on Donald Trump, saying, “If that f \*\*\*ng bastard wins, we all hang from nooses! Lauer’s finished and if I lose it’s all on your heads for screwing this up.”  While the reports of this incident have not been authenticated, it definitely doesn’t seem out of character for Hillary, and with what happened to Lauer after the interview certainly shows that the Democratic candidate complained. Matt Lauer was massively criticized for the rest of the week on air by the Clinton campaign and the rest of the MSM as having conducted ˜an unfair and partisan attack on Clinton” Watch Towers reported.  As we saw in the court hearings over Benghazi, Hillary is a loose cannon when being called out on her illegal, dishonest, and deadly actions that she’s not used to being confronted on. Whether this explosive tirade happened or not ” to any degree of severity” her angry actions against the American people and our heroes she disrespects, speak volumes about who she is, which isn’t someone we need leading our country. | FAKE |

**Figure 3: Shows the content of one randomly selected real news article and one randomly selected fake news article, from the “Fake or real news” dataset**

This shows the significant difference between the content of the fake news articles and the real articles. The fake article uses incendiary language to start the article, motivating a strong emotional reaction from the reader and making them more likely to share the information. The article also uses unconfirmed reports presented as fact, at least for the first half of the article. The article does later state that these reports are unconfirmed, but does this after the cutoff point, or fold, that the Nielson Group mention in this study [32]. According to Fessenden, 80% of the user’s time is spent on the initial page, before having to further scroll. Past this point causes User Attention to be lost, meaning that the amount of information that users quickly scan, rather than actually read, increases. Eyetracking research from Google [33] supports this, positing both scanning in an F-Shaped pattern, as well as a “Golden Triangle” where the users eyes and attention is usually focused. It also means that the reader is more likely to close the article without reading the full extent of it, and that the reader is more likely to share information without closely studying the content. Talwar et Al. [34] suggest five reasons why readers do this, linking to; Online Trust, Self-Disclosure, Social Comparison, Fear of Missing Out, and Social Media Fatigue. This article preys on different aspects of this to attempt to get the user to share it, with the incendiary language using aspects of Self-Disclosure and Social Comparison, whereas the unconfirming of reports using the reader’s social media fatigue against them, which is an increasingly more common issue in recent times.

The Real News article, however, uses more formal language, substantiated sources, and generally follows the commonly seen journalistic style of prose. The Linguistic differences between these two articles are what is used to define the difference in classification between Real and Fake News, for this project’s scope at least. The Identification and classification of these differences is what classifies it as natural language processing, with the identification and extraction of these features from the textual data presented being what allows it to be defined as Feature Extraction.

### Preprocessing

The initial step for Feature Extraction in this process involved preprocessing of the textual data. This involves performing operations on the textual article content from the dataset to transform the text data into a form more appropriate for the machine learning classifier models, which is a simple method of increasing performance of the models. There were three methods of text preprocessing used in this project, which were:

#### Normalisation

This involves modifying the complete dataset to be transformed into a single, canonical form. Usually, this involves mapping near-identical words to be considered in the dictionary as the same word, which was not used in this project due to the difficulty of implementation with a large, unknown dictionary of words extracted from the news article datasets. What was used was a simpler method of normalisation, involving mapping all of the letters to lowercase. This allows for the text to be registered in the dictionary regardless of case-sensitivity, and is great for increasing the population of sparse datasets. It is a useful general purpose method of preprocessing, and should be standard practice for the majority of text classification problems.

#### Noise Reduction

Noise Reduction is probably the simplest type of text preprocessing, and involves the removal of extraneous characters, text segments, spaces, digits, and punctuation, which can impact the performance of feature extraction. As an example, noise reduction was used on the textual data presented in the datasets here to remove the URL from datasets, which would be useless information to a feature-extracted dataset, and could cause the mistaken word commonality of ‘http’ or ‘www’, which could impact the performance of the classification models. It was also used in the project to remove extraneous spaces, punctuation, and special characters. This was done via the use of regular expressions.

#### Stop Words

Stop words are the final method of preprocessing used in this project, involving the removal of commonly used words in a language, which would not add anything to the project and might just confuse the classifier. For the English language, these would be words such as ‘a’, ‘the’, ‘but’, ‘or’, ‘is’, or ‘are’. Scikit-Learn includes its own list of designated stop words, which are passed to the vectorizer upon creation, meaning that these stop words are ignored during feature extraction and removed from the dictionary. The Scikit-Learn list numbers to 318 separate words, and is generally an imperfect solution to a highly-specific problem containing controversial words and surprising omissions, as critiqued by Nothman et Al. [35]. The decision to use this list was decided after viewing, as the issues with the list were seen as negligible for this project, and the simplicity of inclusion was another notable advantage.

### Bag Of Words

The Bag of words model is the most common method of feature extraction, and is used to represent text data with a numerical vector. This can significantly cut down the computational resources required to store this data, as computers are generally better at handling numerical data than textual data.

Initially, a list is created out of the words listed in the dataset’s content. For a news article, that would be the body of the article itself. For this list, or dictionary, each unique word is categorised with a unique vector, which is used to identify each word later when the dictionary object is queried. This is called vectorization. The structure of the words in the dictionary is not categorised, simply their presence. If the content of two documents are similar, it can be reasonably assumed that the documents themselves are similar. Meaning if the list of vectors representing two separate news articles are relatively similar, it can be reasonably assumed that the classification of the two news articles is also similar. Due to large vocabulary sizes, particularly as the number of articles in the dataset increases, the length of the dictionary vector can exponentially increase. This causes the dictionary vector to naturally contain lots of 0 scores, logically becoming a sparse dataset.

Once the Bag of Words is utilised and a dictionary created, there needs to be a method of scoring the vocabulary to describe the occurrence of words within the document. This is how the words are actually converted into the vectors needed. Two methods of this have been used, with their results to be compared

### Count Vectorizer

The Count Vectorizer works simply on term frequency. This involves counting the number of times that the individual words appear in each article. Each word is known as a Token. The occurrences of tokens is recorded, and a sparse matrix of articles (also known as documents when referring to feature extraction) × Tokens is created. This is then what the classifiers use to be able to classify the documents.

### TF-IDF

Term Frequency – Inverse Document Frequency, or TF-IDF may also be used. Term Frequency scores the frequency of the word in the current document, while Inverse Document Frequency scores the rarity of the word across all documents. This offers a natural filtration for common words such as “the”, “of”, and “and”, penalising these common words, and serving to highlight distinct words across the documents. This offers another option other than the bag-of-words approach and allows for further testing and comparison to see the most optimal strategy. The importance of each word increases according to how many times it appears in the document, but the importance is then offset by the inverse document frequency. This is a method of weighting the word scores. TF is divided by the document length to normalize the frequency. A max differential threshold of 0.7, or 70% was also used, which eliminates words that appear in more than 70% of all documents. This could have been tested more with different thresholds, but 70% managed a decent job as a baseline.

## Models

The classification models described here are all part of the Scikit-Learn library, and were chosen due to being strong supervised learning methods,

### Multinomial Naïve-Bayes

This is generally one of the simplest and most intuitive classification algorithms, although is one that tends to work well in a majority of cases, especially given it being one of the “Classic” classification algorithms. The multinomial naïve-bayes classifier works according to Bayes theorem of probability, which generally operates on the principle that every classified feature is an independent value, that is each feature contribute independently to the probability of classification. This principle is relatively strong when it comes to text classification, due to the encoding of text data as a series of vectors. The generic Naïve Bayes algorithm works well for classification, however the multinomial naïve bayes’ probability selection follows multinomial distribution methods, which works well with the word count and TF-IDF vectorizers, improving performance over the standard naïve-bayes theorem.

With Probability P, A representing the vector representation of article content, and B representing the class it is being tested with. The goal therefore, is to find the probability of A belonging to a certain class B.

Given a basic news sentence, such as “Soundgarden Releasing New Album”, and given a training set of 200 articles, 100 real and 100 fake, with 25 real articles mentioning Soundgarden, 50 real articles mentioning a new album, 45 real articles with the word “Releasing”, 50 fake articles mentioning Soundgarden, 60 fake articles with the word “Releasing” and 75 fake articles mentioning a new album, the naïve bayes classifier would look like this:

Which would then be compared against the probability of the news sentence being fake

As 0.16785 > 0.028125, the article would therefore be classified as fake.

### Linear SVC

Linear SVC (Support Vector Classification) is a type of Support Vector Machine, and is a type of classifier that works well in high-dimensional spaces. Linear SVC was used over the regular SVC provided in Scikit-Learn, due to the choice of Pandas dataframes to store the data. Pandas stores large datasets as sparse data, which regular SVC’s cannot handle within Scikit-Learn, although linear SVC’s can. This does limit it to the choice of a linear Kernal, although this is ideal for the large dataset of the Fake News Corpus anyway.

Support Vector machines work on the concept of representing data as points in space, which as the textual data is represented as vectors after feature extraction, makes it well suited to this classification problem. As points (Vectors) on this virtual space are classified as Real or Fake based on the training data it was given, they are naturally grouped with others of the same classification. SVC’s create a hyperplane, which functions as a dividing line between the classes, which works to linearly separate and classify the data. The further away from the hyperplane a point is, the more certain the SVC is that it has been classified correctly. If a clear hyperplane cannot be made in a dataset, the SVC maps the data to a higher dimension, and attempts to create a hyperplane in that dimension if possible, and will continue until a hyperplane can be made. It therefore works to find the optimal hyperplane, which has the furthest distance from the nearest data points, which functions as an optimisation problem.

Lorent [36] mathematically defines it as:

“Given pairs of features-label , it solves the following unconstrained optimization problem.

Where ξ is a loss function, in this case loss function has been used, and > 0 a penalty parameter. Class of new examples are assigned by looking at the value of . The class 1 is assigned if ≥ 0 and the class −1 if < 0.”

This equation is just a mathematical notation for the explanation given before. It attempts to optimize the set of data via cutting through a dimensional hyperplane , whilst reducing loss function and penalty as much as possible, before inevitably classifying the data at the end of the function as either 0 or 1 depending on the result of

### K-Neighbours Classifier

K-Neighbours classifier is another machine learning classifier that, like Linear SVC, represents data as points in space. This is much simpler than the Linear SVC, though, and operates under the assumption that the vectors in the virtual space are naturally grouped with other vectors classified as the same label. Generally meaning that the distances between points has much more importance with this classifier. Classification is done via a majority vote of the k nearest neighbours of each point, due to uniform weights of the neighbours being chosen, with k as 5 throughout this project based on the hyperparameter tuning. The point to be queried is decided by the data class with the most representatives within the nearest neighbours of the previous point. This generally does not perform well with large or complicated datasets due to it’s simplicity, and high levels of performance are not expected from this model.

### Ridge Regression Classifier

This classifier works differently to the other classification models, as it treats the problem as a regression problem. Regression problems differ to classification problems, as they examine the influence of independent variables on dependent variables. The Dependent variable is the variable to be understood or predicted, whereas the independent variables are the information that should impact the dependent variable. This is a type of linear regression, so only one independent variable is used to explain or predict the dependent variable. The use of a binary (-1 to 1) threshold as determined by scikit-learn is what quantifies it as a classifier. Similar to Linear SVC, it functions as a linear classifier defined by a hyperplane separating the points of data. Ridge regression is, however, better at avoiding overfitting due to regularisation of the data. A penalised least squares loss function is one of the most unusual methods of data classification, and this model was chosen out of interest of the performance, although it is expected to be similar to LinearSVC in performance.

As defined by the Scikit-learn API [23]:

With a positive predicted class if is positive and a negative predicted class if is negative.

### Decision Tree Classifier

Decision trees are another unusual method of classification, functioning as a type of non-parametric model. They are flowchart-like structures, consisting of both nodes and branches. It is essentially just a massive series of if…else decisions. The values of the features are split into two groups at each node, with each group on a separate branch. At the end of each branch is another node, with the ultimate goal involving the repetition of this until the groups are separated as much as possible to a single classification. These final classification nodes are known as leaf nodes. These are a simple algorithm to program and utilise, and are easy to interpret and use, usually having good results for classification. They do, however, often take a long time to actually run, and suffer with higher dimensional data such as the data used in this project.

### Forest of Randomised Decision Trees

The Forest of Randomised decision trees is an ensemble classifier, functioning extremely similar to decision trees. The main difference is that multiple decision trees are used on a subset of the training data. The decision tree estimators are built independently, and their results averaged. This usually gives improved performance when compared to standard decision trees, due to their variance being reduced

### Gradient Boosting Classifier

Gradient Boosting classifiers are another ensemble classifier, taking advantage of the use of multiple decision trees to create a more powerful final classifier. The idea for gradient boosting initially came about from seeing if a weak learner could be modified to become a better learner [37]. An initial decision tree is first fitted to the data. A second model is then built, with the target outcomes set based on the information from the last model, to attempt to minimise the overall prediction error. The prediction error is a loss function, with the minimisation of such being the goal of optimisation for GBC. Logistic regression is the loss function to be optimised via Gradient boosting, due to being a binary classification problem. Another variable is the weak learner to be used, which is limited to decision trees in Scikit-Learn. Decision trees would be the ideal choice anyway, as the Gradient Boosting requires that the weak learners are to remain week, but can be constructed greedily as an additive model.

## Hyperparameter Tuning

Hyperparameter tuning, or hyperparameter optimisation is an important part of machine learning algorithms, involving the modification of parameters to achieve the optimal result from the classifiers. Hyperparameters are like regular parameters, although ones that are set before the learning process begins. They are passed as arguments to the constructor of the model. Generally, there are a lot of different options for each classifier, which can cause difficulty for inexperienced data scientists when attempting to utilise the optimal configuration settings for classification models. Luckily, Scikit-Learn includes methods for Grid Search, a traditional method of optimising the hyperparameters.

To utilise grid search, a list of different possible hyperparameters is created, and sent to the grid search method along with the classification model itself. The Grid search works via searching through all possible combinations of these different hyperparameters, eventually returning the optimal combination of hyperparameters for the problem, dependent on which evaluation metric is selected to optimise.

Grid search is usually done on a validation set of data, which is a small subset of the dataset that is often created when the training and test data are split. For this project, the grid search was done on the full dataset, in order to truly show the optimal configuration settings so that the classifiers can be compared properly.

The hyperparameter combinations that were used for grid search are located in the appendix, as well as the optimal combinations that were eventually decided upon.

## Evaluation Metrics

The choice of metrics is an important one in any machine learning task. The type of metric chosen can affect how the performance is evaluated, with the functionality and effectiveness being measurable in a number of different ways. As a classification problem, many of the methods commonly used for monitoring and measuring the performance of these models were used, which would work to show a complete representation of each models performance. These were provided via the Scikit-Learn library, which handily includes metrics for each of the classification models available.

As a binary classification problem, positive and negative refer to the prediction of the classifier (Whether the news is classified as real or fake by the model), with true and false referring to the conformity of the classifier model’s prediction with the true classification of the subject (Whether the news article is actually real or fake). As it is binary classification, meaning that the option is between two separate classes (Real or Fake), either option can be considered as the positive or negative depending on judgement. For the rest of this section to aid with the explanation of the different metrics, the classification of the Real News will be used as the positive, although these options could easily be substituted (Correctly classified real news being the true Positive, with Correctly classified Fake News being the true Negative).

### Accuracy

Classification accuracy, also known as accuracy, is the most common classification metric, consisting of the ratio of the correct number of predictions to the total number of input samples. It would usually be multiplied by 100 to give a percentage

*Accuracy =*

Accuracy is used to generally show how often a classifier is correct. This is useful to initially gauge the performance of a model, but also isn’t a complete evaluation of a model’s capabilities. With imbalanced datasets, it is possible for models to prioritise picking one option over the other, which would skew and artificially inflate the accuracy rate even though the model would only be picking one option.

*Accuracy =*

For this text classification program, the accuracy can be defined in simple terms as seen above. The True Positive and True Negative Rates are the results that are correctly classified as being real news and fake news respectively, whereas the False Positive and False Negative rates are the opposite, being the results that have been incorrectly classified.

*Fake News Accuracy =*

### Precision

Another important evaluation metric is Precision. This shows the proportion of True Positives divided by the total number of elements labelled as positive (Including elements incorrectly classified as positive, while actually being negative). It is generally used to determine how many of the positive identifications were correctly classified.

For this Fake News Classification problem, that would mean the number of real news articles correctly labelled divided by the total amount of articles labelled as Real news.

High Precision is a positive result, as it would signify that the algorithm would return much more of the relevant results, rather than irrelevant results. For this example, a high Precision would mean that the algorithm is effective at identifying Real News Articles.

### Recall

Recall shows the proportion of True Positives divided by the total number of elements that correctly belong to the positive class. This is generally used to determine the proportion of the positives that were correctly classified.

Simplified, that would signify the number of correctly classified Real News articles, divided by the total amount of actual Real News Articles, which includes articles classified by the model as Fake News, while actually being Real news.

High Recall signifies that the classification model would return most of the total correctly classified relevant results.

### F1 Score

When discussing Precision and Recall, it is important to be aware of the natural trade-off between the two. Improving the precision for a machine learning model will decrease therecall for the same model, and vice-versa. For fake news classification, high precision will indicate less false positives, meaning that there were less fake news articles classified as real news, whereas it would similarly have a lower recall, showing that there were a significant number of real news articles that weren’t included in the positive (Real) identifier. Low precision would therefore indicate that there were a greater amount of fake news articles incorrectly classified as real news, although there would be higher recall, signifying that there would be more real news articles included in the positive (Real) label.

For many machine learning tasks, either the precision or recall is focused on, dependent on whether relevant results or a full range of results is important. There are machine learning problems, such as black box optimization, where the choice of whether to prioritise precision or recall is not known, and others where a balanced incorporation of both precision and recall are important. One of the potential solutions to this issue is the F1 Score, which is a method of combining precision and recall into a single metric. F1 Score is the harmonic mean of precision and recall, with a higher score generally showing a better model, with the joint benefits of both high precision and recall. The contributions of precision and recall are equal. It is defined as thus:

There are other metrics of the F-measures series, which F1 is a part of, which offer different variances of the weighting of Precision and Recall, compared to F1 score’s equal weighting of both metrics. These were ultimately left out of the project but may prove useful in further evaluation in similar studies, particularly with more imbalanced datasets.

### Averages

Additionally, for the F1 Score, Precision, and Recall, multiple methods of averaging the data are used. These all show different aspects of the metrics, with all recorded for posterities sake and to show a complete overview of the performance of the classifiers. As defined in the Scikit-Learn API:

* The Micro Average “Calculates the metrics globally by counting the total true positives, false negatives and false positives”
* The Macro Average “Calculates metrics for each label, and find their unweighted mean. This does not take label imbalance into account.”
* The Weighted Average “Calculates metrics for each label, and find their average weighted by support (the number of true instances for each label). This alters ‘macro’ to account for label imbalance; it can result in an F-score that is not between precision and recall.”

These all offer different characteristics of the metrics to judge the results by, and were seen as a useful addition.

## Visualising the data

Along with the evaluation metrics highlighted in the previous segment, scikit-learn and matplotlib offer multiple methods of data visualisation, which can facilitate the viewing and understanding of the data, and make it easier for humans to interpret the data. There are three main methods of doing this for classification problems in the scikit-learn API, and each are specifically formatted to be useful presentations of the specific metrics presented in the previous segment.

Tables, Box plots, Line Graphs, Scatter Charts, and Bar Graphs are also utilised to visualise data throughout this report. As these are common methods of data visualisation, it is assumed that the reader has previous experience in understanding these methods, so an in-depth explanation will not be provided.

### Confusion Matrices

The confusion matrix is a common metric for accuracy measurement and visualisation in classification problems. It is a simple way of displaying the different metrics used for Accuracy, those being True Positive, True Negative, False Positive, and False Negative as defined earlier. This allows for a simple method of visualising the accuracy of the classification model, as well as seeing the terms that the various metrics can be computed from.

![A screenshot of a cell phone

Description automatically generated](data:image/png;base64,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)

### ROC Curves

ROC Curves, or Receiver Operating Characteristic curves, are another metric used for illustrating characteristics of Binary Classification problems. It plots a number of discrete points on a graph, with a True Positive Y axis and a False Positive X axis. Each discrete point represents a different threshold setting of the model, and determines a curve by joining these different points together. This allows measurement at different threshold settings of how much the model is able to distinguish between classes by determining the AUC, which stands for the Area Under Curve. The higher the AUC level is categorised as (Between 0 and 1), the better the model is able to distinguish between classes, or the better the model is able to distinguish between real news and fake news. Visually speaking, that means that the closer the classifier is to the top left corner, the better the performance of the classifier. A random classifier is also included as a baseline across the diagonal (True Positive = False Positive)
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### 

### Precision-Recall Curves

Precision-Recall Curves are the final method of data visualisation, operating similarly to the ROC curve in that it measures discrete points at different thresholds and establishes a curve by connecting these different points. A major difference, though, is that the precision is plotted on the y axis, while recall is plotted on the x axis. Models with higher skill ceilings are closer to the 1, 1 end of the graph, or top right. Saito & Reimsmeier [38] argue for their usefulness for using models trained on imbalanced datasets due to lacking True Negatives, whereas ROC Curves are generally useful for balanced datasets. These are rough guidelines, though, and are more contextually dependent than anything elses. Precision-Recall curves are generally useful for visualising both the precision and the recall at the same time, and allows for proper threshold selection to find the ideal balance between Precision and recall for further tuning of the classification model.
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# Software Design, Implementation and Testing

## Design

Many aspects of the design process and theory were covered in the other sections, so this will be used to explain the functionality of the code itself. The code consists of multiple python files, with each configured to focus on allowing classifiers to learn and predict a specific dataset, and some python files used to configure and modify the datasets to assist in classification. A file called Comp&Tune.py was also used to grid search the classifiers for hyperparameter tuning.

### Classifier file Architecture

Three files were used for this, SKProcess.py for the corpus dataset, f\_or\_nProcess.py for the fake or real news dataset, and liarProcess.py for the liar dataset. These are generally similar, with some minor differences in the names of the classifiers based on the datasets column names.

These generally consisted of code to load the data from the dataset into a pandas dataframe. Regular expressions were then used on the data in these dataframes to preprocess the text data, as well as remove duplicates. Scikit-learn code was then used to split the dataframe into training and test sets of data, and then to configure two copies of both of these datasets for the Count Vectorizer and TF-IDF Vectorizer. There was also y\_test and y\_train datasets created, which contained the true classification label of each article to allow for blind testing.

The list of classifiers were then looped through, fitted, and their predictions evaluated with the datasets of each vectorizer. The data was gathered from these classifiers, saved to a .txt document, and confusion matrices, Precision-Recall curves, and ROC Curves were then visualised and saved based on the data from these classifier’s predictions. These classifiers would loop through until the loop ended, then the program would finish.

### Dataset management

A python file named Corpussplit.py was used, which would be used to load in the dataset from the fake news corpus, which was too large to realistically use on the machine learning classifiers. This file would load in the dataset and gather 500000 articles from said dataset, 250000 real and 250000 fake, which it would then save as a csv file. This was a much more manageable dataset to work with, and allowed for the information to be loaded and classified properly without any of the hardware issues that would arise with the original corpus dataset.

#### Hyperparameter tuning

Another python file named Comp&Tune.py was used. It would function similarly to the dataset classifier files, except it would load the data and use grid search with a number of different hyperparameters to optimise them. The data gathered from this file would be used to modify the hyperparameters of the classifier files, as it would be the optimal parameters for the classifier models.

## Implementation issues

Generally, the only issues that could be found were issues with my personal hardware. This made it difficult to analyse the corpus dataset without eventually deciding to focus on a smaller subset of the data, as memory problems would cause issues with significant slowdown, and crashes. Otherwise, the only issues were with my personal understanding and breakdown of the fake news classification problem itself. It is a complicated topic, with many different ways of dealing with it. Attempting to understand how the classifiers worked past the basic level of scikit-learn implementation was difficult, and required a large amount of research. Understanding the optimisation and metrics was also problematic.

## Testing

As a research project, testing was done quite unusually as compared to a regular project. Principally, the focus was on the results and on the evaluation of the results, so as long as they seemed to be within expected parameters, the results were okay. Generally, rather than a formal testing strategy taking place, a common-sense approach was used. If the results gained could be reasonably expected from the classifier, then the model was working as intended. This worked as an adequate way of testing the performance, and left the final project with no major errors.

Testing came as a result of running the models and analysing their performance. There were a few issues involved, such as the results for all classifiers being unexpectedly high when initially testing the fake news corpus dataset. This came as a result of the training data and test data being mixed, and containing a complete set of duplicates of the data within the dataset. This would naturally make those results useless, as the classifiers were trained on the same data that they would be tested on. Initial scans through the data before fitting the classification models were then added, curtailing this issue.

Some minor Unit Testing took place, involving the debugging of certain aspects using Pycharm’s built-in debugging software. This allowed for testing of certain aspects to ensure that they performed as expected. This took place on the vectorizers, the models, and the methods used to save and print the information. There were generally no major issues reported with the Unit testing, other than some minor syntax issues.

Generally, the author’s opinion is that the testing was good within the confines of this research-based project. More testing ideally could have taken place, but the major issue with testing the fake news corpus was found and solved, and there were no other issues with collecting of the results, the main focus of this project. The argument could be made that there also wasn’t much to test, and as the components of the project worked as intended, the testing was done to an optimal degree.

# Results and Conclusions

## “Fake or Real News” Dataset results

### Count Vectorizer

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier |
| Accuracy | 0.890961 | 0.906743 | 0.788618 | 0.759923 | 0.821616 | 0.871353 | 0.899091 | 0.884266 |
| Weighted F1 Score | 0.890718 | 0.906745 | 0.788599 | 0.758819 | 0.821673 | 0.871389 | 0.89912 | 0.884193 |
| Macro F1 Score | 0.890449 | 0.906626 | 0.788617 | 0.759269 | 0.821569 | 0.871336 | 0.899034 | 0.884247 |
| Micro F1 Score | 0.890961 | 0.906743 | 0.788618 | 0.759923 | 0.821616 | 0.871353 | 0.899091 | 0.884266 |
| Weighted Precision | 0.892375 | 0.906747 | 0.790892 | 0.759923 | 0.822362 | 0.872462 | 0.899406 | 0.888344 |
| Macro Precision | 0.893155 | 0.906613 | 0.789826 | 0.767693 | 0.82168 | 0.871647 | 0.898934 | 0.886845 |
| Micro Precision | 0.890961 | 0.906743 | 0.788618 | 0.759923 | 0.821616 | 0.871353 | 0.899091 | 0.884266 |
| Weighted Recall | 0.890961 | 0.906743 | 0.788618 | 0.759923 | 0.821616 | 0.871353 | 0.899091 | 0.884266 |
| Macro Recall | 0.889653 | 0.90664 | 0.78972 | 0.762775 | 0.822091 | 0.872064 | 0.899391 | 0.885869 |
| Micro recall | 0.890961 | 0.906743 | 0.788618 | 0.759923 | 0.821616 | 0.871353 | 0.899091 | 0.884266 |

From these results, it can be seen that the SGD classifier performed the best, with the highest scores in all evaluation metrics. SGD is an efficient and easy classifier to implement that depends on the hyperparameters being tuned correctly, which had of course taken place via grid search. Ridge Classification performed unusually badly in this, which is an unusual result, which may be due to bad tuning of the hyperparameters for this dataset, or simply not being trained as much as it should have been due to the lower total amount of articles in the dataset. Ensemble datasets and MNB performed well as expected, but the gradient-based SGD performed optimally in this case.

### TF-IDF Vectorizer

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier |
| Accuracy | 0.851267 | 0.935438 | 0.527977 | 0.92922 | 0.803922 | 0.935916 | 0.899091 | 0.884266 |
| Weighted F1 Score | 0.84829 | 0.935456 | 0.40797 | 0.929219 | 0.803934 | 0.935933 | 0.899123 | 0.884264 |
| Macro F1 Score | 0.847421 | 0.935429 | 0.417089 | 0.92922 | 0.803695 | 0.935908 | 0.899047 | 0.884266 |
| Micro F1 Score | 0.851267 | 0.935438 | 0.527977 | 0.92922 | 0.803922 | 0.935916 | 0.899091 | 0.884266 |
| Weighted Precision | 0.872898 | 0.936587 | 0.761504 | 0.931676 | 0.803953 | 0.937109 | 0.89955 | 0.886601 |
| Macro Precision | 0.876054 | 0.935742 | 0.752632 | 0.930465 | 0.803659 | 0.936248 | 0.898995 | 0.885449 |
| Micro Precision | 0.851267 | 0.935438 | 0.527977 | 0.92922 | 0.803922 | 0.935916 | 0.899091 | 0.884266 |
| Weighted Recall | 0.851267 | 0.935438 | 0.527977 | 0.92922 | 0.803922 | 0.935916 | 0.899091 | 0.884266 |
| Macro Recall | 0.846662 | 0.93623 | 0.544321 | 0.930435 | 0.803738 | 0.936726 | 0.899494 | 0.885422 |
| Micro recall | 0.851267 | 0.935438 | 0.527977 | 0.92922 | 0.803922 | 0.935916 | 0.899091 | 0.884266 |

With TF-IDF, the K-Neighbours classifier performed extremely poorly. This may have been due to the small amount of vectors available for this, which may have threw off the neighbours distance metric due to being further away from each other. The incredibly low recall shows that not many relevant instances were actually received, meaning that a lot of articles were simply incorrectly classified, with the higher precision implying that many articles were simply classified into one category, rather than both. This also could explain the incredible performance of Ridge and Linear SVC, which probably did not have much difficulty in creating the necessary hyperplane, due to there being less vectors to work around. The ensemble classifiers performed similarly to the count vectorizer previously, and the decision tree would have ideally needed a higher depth to be able to further categorise properly. SGD , Ridge, and Linear SVC performed very well, with high marks in all metrics.

## “Liar Liar Pants on Fire” Dataset results

### Count Vectorizer

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier |
| Accuracy | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted F1 Score | 0.604862 | 0.590267 | 0.493011 | 0.59341 | 0.607343 | 0.59183 | 0.618109 | 0.563459 |
| Macro F1 Score | 0.593061 | 0.582197 | 0.504915 | 0.586076 | 0.600515 | 0.584563 | 0.607187 | 0.539615 |
| Micro F1 Score | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted Precision | 0.605355 | 0.590042 | 0.584441 | 0.593877 | 0.608121 | 0.592414 | 0.61836 | 0.603073 |
| Macro Precision | 0.599904 | 0.582306 | 0.570366 | 0.585939 | 0.600297 | 0.584413 | 0.613159 | 0.602387 |
| Micro Precision | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted Recall | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Macro Recall | 0.593443 | 0.582109 | 0.554623 | 0.586279 | 0.600913 | 0.584815 | 0.606961 | 0.56428 |
| Micro recall | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |

The Liar dataset generally performed poorly, due to only being given the article title to classify. Given the limited dataset available, many of the classifiers registered a poor performance. Decision trees and MNB performed well due to their simplicity of classification, although Random forest had the highest accuracy and F1 Score, due to simply being an optimisation of the decision tree classifier.

### TF-IDF Vectorizer

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier |
| Accuracy | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted F1 Score | 0.604862 | 0.590267 | 0.493011 | 0.59341 | 0.607343 | 0.59183 | 0.618109 | 0.563459 |
| Macro F1 Score | 0.593061 | 0.582197 | 0.504915 | 0.586076 | 0.600515 | 0.584563 | 0.607187 | 0.539615 |
| Micro F1 Score | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted Precision | 0.605355 | 0.590042 | 0.584441 | 0.593877 | 0.608121 | 0.592414 | 0.61836 | 0.603073 |
| Macro Precision | 0.599904 | 0.582306 | 0.570366 | 0.585939 | 0.600297 | 0.584413 | 0.613159 | 0.602387 |
| Micro Precision | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Weighted Recall | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |
| Macro Recall | 0.593443 | 0.582109 | 0.554623 | 0.586279 | 0.600913 | 0.584815 | 0.606961 | 0.56428 |
| Micro recall | 0.611319 | 0.590512 | 0.520183 | 0.593009 | 0.606742 | 0.591344 | 0.623387 | 0.605493 |

With TF-IDF, it performed similarly to the count vectorizer. This is probably due to there not being that much of a dataset to really work with.

## “Fake News Corpus” Dataset results

### Count Vectorizer

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier | |
| Accuracy | 0.904268 | 0.96534 | 0.865093 | 0.907601 | 0.946556 | 0.954811 | 0.955602 | 0.92921 |
| Weighted F1 Score | 0.904245 | 0.96534 | 0.865048 | 0.907589 | 0.946557 | 0.954812 | 0.955604 | 0.92918 |
| Macro F1 Score | 0.904223 | 0.965339 | 0.865013 | 0.907596 | 0.946553 | 0.954807 | 0.955602 | 0.929192 |
| Micro F1 Score | 0.904268 | 0.96534 | 0.865093 | 0.907601 | 0.946556 | 0.954811 | 0.955602 | 0.92921 |
| Weighted Precision | 0.904439 | 0.965402 | 0.865334 | 0.908165 | 0.946582 | 0.954814 | 0.955696 | 0.930448 |
| Macro Precision | 0.904522 | 0.965343 | 0.865426 | 0.907999 | 0.946543 | 0.954799 | 0.955624 | 0.930199 |
| Micro Precision | 0.904268 | 0.96534 | 0.865093 | 0.907601 | 0.946556 | 0.954811 | 0.955602 | 0.92921 |
| Weighted Recall | 0.904268 | 0.96534 | 0.865093 | 0.907601 | 0.946556 | 0.954811 | 0.955602 | 0.92921 |
| Macro Recall | 0.904141 | 0.965395 | 0.864931 | 0.907782 | 0.946587 | 0.954817 | 0.955671 | 0.929482 |
| Micro recall | 0.904268 | 0.96534 | 0.865093 | 0.907601 | 0.946556 | 0.954811 | 0.955602 | 0.92921 |

The Fake News corpus results were the strongest overall, with almost all of the classifiers achieving scores in all metrics over 0.9. These results are incredible, showing how the classifiers managed incredibly well with a large dataset, with a large amount of articles. SGD, Linear SVC, and Random forest were the highest-scoring, with all metrics scoring over 0.95. This is due to the classifiers being optimised to large, higher-dimensional datasets.

### TF-IDF Vectorizer

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Classifier | Multinomial NB | SGD Classifier | K-Neighbours Classifier | Ridge Classifier | Decision Tree Classifier | Linear SVC | Random Forest Classifier | Gradient Boosting Classifier |
| Accuracy | 0.895435 | 0.947667 | 0.880908 | 0.962973 | 0.946412 | 0.970531 | 0.956488 | 0.931231 |
| Weighted F1 Score | 0.895396 | 0.947668 | 0.880856 | 0.962973 | 0.946412 | 0.970532 | 0.956489 | 0.931207 |
| Macro F1 Score | 0.895368 | 0.947667 | 0.880876 | 0.96297 | 0.946407 | 0.97053 | 0.956487 | 0.931218 |
| Micro F1 Score | 0.895435 | 0.947667 | 0.880908 | 0.962973 | 0.946412 | 0.970531 | 0.956488 | 0.931231 |
| Weighted Precision | 0.895738 | 0.947805 | 0.882071 | 0.962985 | 0.946417 | 0.970566 | 0.956611 | 0.93233 |
| Macro Precision | 0.895849 | 0.947718 | 0.881841 | 0.962958 | 0.946397 | 0.970521 | 0.956529 | 0.932095 |
| Micro Precision | 0.895435 | 0.947667 | 0.880908 | 0.962973 | 0.946412 | 0.970531 | 0.956488 | 0.931231 |
| Weighted Recall | 0.895435 | 0.947667 | 0.880908 | 0.962973 | 0.946412 | 0.970531 | 0.956488 | 0.931231 |
| Macro Recall | 0.895268 | 0.947751 | 0.881178 | 0.962993 | 0.94642 | 0.970572 | 0.956567 | 0.931487 |
| Micro recall | 0.895435 | 0.947667 | 0.880908 | 0.962973 | 0.946412 | 0.970531 | 0.956488 | 0.931231 |

Most of the classifiers performed slightly better with a TF-IDF vectorizer than with a count vectorizer, with the exceptions of MNB and SGD, which performed slightly worse. Linear SVC was the standout, however, reaching a high of 97% accuracy, which is an incredible result. Ridge Classifier also performed incredibly well, at 96%, a significant improvement of 6% with all metrics over the count vectorizer. The F1 score of these classifiers signifies how many results they managed to correctly classify, with the confusion matrices and ROC Curves of these classifiers showing their incredible performance

## Results Conclusion/Analysis

The results of this project manage to show how the differences in the datasets used can show incredible variation in the performance of these classifiers, and highlight the importance of choosing the right classifier for the job, depending on the dataset selected. The strongest performance overall was the TF-IDF Linear SVC model on the corpus dataset, which shows the strength of this classifier on large sparse datasets, due to the higher dimensionality available. SGD and Linear SVC are datasets that can be recommended if trying to optimise the results on these datasets. Ensemble classifiers such as Random Forest and Gradient Boosting show a consistency in their results across all datasets, although the recommendation would be to avoid these if planning on optimisation, or if working within a limited time frame, due to the high cost of computation and time complexity they take to operate. MNB is what should be recommended instead for ease of use, consistency, and speed in that case. K-Neighbours is the consistent worst performing classifier, and would consistently take the longest due to having to brute-force the text classification problem. This can be useful in different circumstances, just not for fake news classification, or any text classification problem. There were also issues with precision with this classifier. Decision trees are another unusual choice, performing averagely across most of the results. They also take a longer time to actually run, although offer some simple usability due to being easy to understand and interpret, given that the full algorithm can be printed and seen visually. Ridge Classifier is another consistent choice that can be recommended, although not to the same level as Linear SVC and SGD. The Confusion Matrices, ROC Curves, and Precision Recall curves are useful for visualising this data for personal comparison. Generally, larger datasets are what should be preferred for this type of classification problem, although

# Critical Evaluation

Generally, the experiment went quite well. The requirements of fake news classification showed a consistent result that allows for much analysis and comparison, although managed to allow recommendations for a number of different scenarios. The choice of many classifiers allowed a lot of choice for adjustment to specific datasets and circumstances, and allowed a complete appraisal of many different options. The design decisions chosen were practical and allowed for implementation of many different aspects of fake news text classification, and the choice and usage of the different python libraries facilitated this.

As previously mentioned, ideally comparison against neural networks utilising Keras or Tensorflow would have been an interesting idea. It is something recommendable for further study, but would have allowed for the study into an entirely new area of data classification. Further study into different types of automated fake news classification would have also been something that could have improved this project. A general overview of the different methods used was given earlier, but the use of another one of these methods could have allowed for a full fake news classification system, rather than just the study and comparison of a single part of it. Given more time and further research, it could have really added to this project, and provided a further full insight into the topic. Image classification is also another area of fake news that could have been utilised, as it would have shown a fuller visualisation of the topic.

Ideally, more time and detail could have been put into the results discussion, as well as showing a complete variation of the different metrics. The general similarity of the accuracy, precision, recall, and F1 score in the results didn’t lend itself to much detail in specified discussion, which was unfortunate. It did manage to show how competently tuned and fitted classifiers can operate at a high level though.

As an aside, the current coronavirus crisis made this project exponentially more difficult. Working as a key worker during this crisis meant that I was unable to put aside as much time as would be ideal for a project such as this, although given that, I feel that I did well in creating and researching this topic, the report, and the programming required. This did mean that the initial life cycle method presented was unfortunately not kept to, which could have added a sense of structure that would have simplified this project and led to a better result overall. Working as an external student also meant that I was limited to my personal hardware, which definitely made the project more difficult, and led to a number of problems with implementation and running the classification models.

Overall, the requirements for the project were met, and I feel that the project was a success. There were notable limitations with it, but it was a genuinely interesting topic, and is something I would very much like to return to in future.
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# Appendices

The appendices are for additional content that is useful to support the discussion in the report. It is material that is not necessarily needed in the body of the report, but its inclusion in the appendices makes it easy to access.

For example, if you have developed a Design Specification document as part of a plan-driven approach for the project, then it would be appropriate to include that document as an appendix. In the body of your report you would highlight the most interesting aspects of the design, referring your reader to the full specification for further detail.

If you have taken an agile approach to developing the project, then you may be less likely to have developed a full requirements specification. Perhaps you use stories to keep track of the functionality and the ’future conversations’. It might not be relevant to include all of those in the body of your report. Instead, you might include those in an appendix.

There is a balance to be struck between what is relevant to include in the body of your report and whether additional supporting evidence is appropriate in the appendices. Speak to your supervisor or the module coordinator if you have questions about this.

* 1. Third-Party Code and Libraries

If you have made use of any third-party code or software libraries, i.e. any code that you have not designed and written yourself, then you must include this appendix.

As has been said in lectures, it is acceptable and likely that you will make use of third-party code and software libraries. If third-party code or libraries are used, your work will build on that to produce notable new work. The key requirement is that we understand what your original work is and what work is based on that of other people.

Therefore, you need to clearly state what you have used and where the original material can be found. Also, if you have made any changes to the original versions, you must explain what you have changed.

The following is an example of what you might say.

**Apache POI library** – The project has been used to read and write Microsoft Excel files (XLS) as part of the interaction with the client’s existing system for processing data. Version 3.10-FINAL was used. The library is open source and it is available from the Apache Software Foundation [5]. The library is released using the Apache License [6]. This library was used without modification.

Include as many declarations as appropriate for your work. The specific wording is less important than the fact that you are declaring the relevant work.

Scikit Learn library – Facilitated most of the functionality of the project, as previously detailed

Dask library – Used to load large dataset, and split up into smaller readable chunks

Pandas library – Was what enabled the loading and modification of the datasets

Matplotlib – Assisted with plotting the visualisations

<https://www.datacamp.com/community/tutorials/scikit-learn-fake-news> - Tutorial that assisted with initially creating the classifiers, loading data, and plotting confusion matrices.

* 1. Ethics Submission

This appendix includes a copy of the ethics submission for the project. After you have completed your Ethics submission, you will receive a PDF with a summary of the comments. That document should be embedded in this report, either as images, an embedded PDF or as copied text. The content should also include the Ethics Application Number that you receive.

17/02/2019

For your information, please find below a copy of your

recently completed online ethics assessment

Next steps

Please refer to the email accompanying this attachment for details on the correct ethical

approval route for this project. You should also review the content below for any ethical

issues which have been flagged for your attention

Staff research - if you have completed this assessment for a grant application, you are not

required to obtain approval until you have received confirmation that the grant has been

awarded.

Please remember that collection must not commence until approval has been confirmed.

In case of any further queries, please visit www.aber.ac.uk/ethics or contact

ethics@aber.ac.uk quoting reference number 12196.

Assesment Details

AU Status

Undergraduate or PG Taught

Your aber.ac.uk email address

wim12@aber.ac.uk

Full Name

William Minton

Please enter the name of the person responsible for reviewing your assessment.

Reyer Zwiggelaar

Please enter the aber.ac.uk email address of the person responsible for reviewing

your assessment

rrz@aber.ac.uk

Supervisor or Institute Director of Research Department

cs

Module code (Only enter if you have been asked to do so)

CS39440

Proposed Study Title

MMP Evolving robots within the Torcs open racing car simulator

Proposed Start Date

28/01/2019

Proposed Completion Date

03/05/2019

Are you conducting a quantitative or qualitative research project?

Mixed Methods

Does your research require external ethical approval under the Health Research

Authority?

No

Does your research involve animals?

No

Are you completing this form for your own research?

Yes

Does your research involve human participants?

No

Institute

IMPACS

Please provide a brief summary of your project (150 word max)

This project involves the use of evolutionary algorithms to evolve self-driving cars

within the TORCS framework. This involves using evolutionary algorithms on basic

robots to develop automatically guided vehicles, as well as to optimise racing lines,

which will be compared and contrasted against other methods of intelligent control.

Where appropriate, do you have consent for the publication, reproduction or use of

any unpublished material?

Not applicable

Will appropriate measures be put in place for the secure and confidential storage of

data?

Yes

Does the research pose more than minimal and predictable risk to the researcher?

Not applicable

Will you be travelling, as a foreign national, in to any areas that the UK Foreign and

Commonwealth Office advise against travel to?

No

Please include any further relevant information for this section here:

If you are to be working alone with vulnerable people or children, you may need a

DBS (CRB) check. Tick to confirm that you will ensure you comply with this

requirement should you identify that you require one.

Yes

Declaration: Please tick to confirm that you have completed this form to the best of

your knowledge and that you will inform your department should the proposal

significantly change.

Yes

Please include any further relevant information for this section here:

* 1. Additional information

The confusion matrices, ROC Curves, and Precision Recall curves can be found in the results sections of the technical submission. These notably assisted in visualising the data and allowing for said data to be easily explained.

Datasets used can be found on <https://github.com/wim12/Datasets> - The recommendation from my supervisor was hosting them on an external repository, as the file size is too large for regular submission

Annotations for the bibliography can be found with the technical submission